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Abstract

In order to successfully acquire reward under many different circumstances, a
decision maker must learn to expect aipatar outcomen a specific situationThe
ability to predict an expected outcome simplifies the decision process and enables a
decision maker to accurately choose between multiple options without having to
experience each option independently. The oflmittal cortex represents specific
outcomes and aids in the selection of actions to acquire specific ogtaatimaut
experienig the direct actioroutcome sequence. Without the orbitofrontal cortex,
humans, nofmuman primates, anmdtsall exhibit an indility to modify their actions to
changing reward conditionk addition, an intact orbitofrontal cortex is required to
correctly identifycues paired with and predictive of rewavdithout the orbitofrontal
cortex he ability to distinguish betwedtiffering expectationsollapses.

The ability to create counterfactuatsrepresentation of the alternative weuld
havebeen received outcomig,thought to aid in the process of simulating the expected
outcomes of a situation. The representation of artaxttuals has been found in the
orbitofrontal cortex in humans and rboman primates. While there is some evidence
that rats can represent the counterfactual, the only direct neural evidence is presented in
this thesis. Without the representation of arterfactual, it is impossible to experience
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regret.If the orbitofrontal cortex is homologous across species and if rats can represent

the counterfactual, can rats represent the counterfactual during regret inducing situations?
Chapters 1 and 2 of thiedsis examine the homology of the orbitofrontal cortex

comparing the structure of OFC in humans, rats anehoioman primatesThese chapters

also summarizéhe current hypotheses regarding Orbitofrontal cortex function.

Orbitofrontal cortex has been shotenbe largely homologous among humans,-non

human primates and rats.

Thethird chapteof this thesisntroduces the concept of regret and
counterfactuals anexplainsthe etymology, psychology and economics that describe
how regret and counterfactuals danstudied.

Chapter 4of this thesis shows that rats are capable of representing the
counterfactualOne key aspect of orbitofrontal function is in the representation of
counterfactuals and regret. Counterfactuals are defined as the alternativehaexld
been optionRats performing on a multiplE maze, stoppedta decision point and
looked bothdirectionsbefore continuing to reward. During this pause, orbitofrontal
neurons represented rewaftier ventral striatal neurons represented rewEe rewad
representation was general. Once rats arrived at the reward sites, orbitofrontal neurons
reliably representethereward and continued to do so for every reward encounter.
However, when rats arrived at reward locations that were not active, orbitbfronta

neurons represented the other reward site, representing the counterfactual.



Chaptes 5 and 6of this thesis expand on the necessity of counterfactuals to
decision making and shows that rats are capable of expegeregret on an economic
foraging taskRats showed distinct economic preferences on a circular foraging task.

Rats waited longer for flavors of reward that they preferred and spent less time waiting
for rewards they did not prefédeural responses reliably differentiated between reward
flavors and the zones associated with the reward flavors.

When a rat left a preferred reward early, without receiving reward, then
encountered a ngpreferred reward with a longerwaith e r at 6 s behavi or
economic definition of regret. Regret ocgwvhen a decision maker selects between two
options and the option finally received is less valuable than what the alternative option
would have produced. Importantly this can be differentiated from disappointment, where
an option received is less than egfedeven though it was not the fault of the decision
maker.Counterfactuals are necessary for the experience of regret. Humans without an
orbitofrontal cortex do not experience regret. However, regret has traditionally been
known as a human experienceoBomic definitions of regret make it possible to
measure regret in rodeni3uring these regret instances neural ensembles in the
orbitofrontal cortex represented the missed, previous action. These representations agree
with psychological accounts of rexgithat state decision makers regret the action that led

to outcomemore than outcome.
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In the final chapter, chapter the role of orbitofrontal cortex is4&xaminedn
the context of regret and counterfactu@pecifically,the previously introduced
hypotheses from Chapter 2 are reviewed under the framework introduced by

counterfactuals and regret
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1. Neuroanatomy of theorbitofrontal cortex

The orbitofrontal cortex (OFC) is located on the ventral medial surface of the
forebrain and receives a large numbeinpiits. The OFC receives sensory information
from many sources, such as the gustatory and olfactory cortices. Other inputs from
structures such as the ventral striatum and prefrontal cortex support integration of sensory
information, reward information artdgher level, cognitive processes potentially
providing the information necessary to instruct future choices. The OFC has been
implicated in a variety of decision making tasks and is essential in reversal tasks as well

as in the recognition of regret.

1.1 Basic connectivity of OFC

The OFC receives a wide variety of inputs from many different regions
throughout the brain, both as direct connections and as thalamic connections from the

medial dorsal nucleus of the thalarfitf§86147149151153221248 Tha OFC has strong



reciprocal connections with the medial prefromaitex and the limbic system, two areas
associated with decision makifigyt62°2295297.360361

The internal connectivity of OFC reveals two separate connectivity patterns
There is little interconnectivity between the two relatively distinct networks within the
OFC**!, Even though previous results from humans andmeonan primates are reported
to be from different regions within OFC, the connectivitjtgras between OFC and
other areas of the cortex are largely consistent. The connectivity similarities between
human and nehuman primatehas been supported by diffusion tensor imaging of the
fiber tracts in human and néruman primate OFZ. In both humans and ndruman
primates prefrontal connectivity with subcortical regions was homologous.

The more medial aspects of OFC are reciprocally connected to the ventral medial
prefrontal cortex. Central and lateral OFC steomuch weaker reciprocal connectivity
with ventral medial prefrontal cortex and receive more visceral afféféfits

In humans and nehuman primates OFC receives and projects to the amygdalar
complex (specifically the basal laé¢ nucleus of the amygdala), anterior hippocampus,

hypothalamus, nucleus accumbens, and cingulate £81%8%'°4%?!, Regions of the

cortex that process somatosensory, olfactory and viscera inputs project sioahgly t

OFC45,47,221,275



1.2 Comparing OFC in rats with humans and norhuman

primates

While human anasiorthuman primate OFC are generally agreed to be
homologous, there is still debate as to whether rat OFC is homologous. The neuronal
profile of OFC in humans and ndruman primates consists of pyramidal cells as well as
small granule cell layet$'®2*8. However rat OFC consists entirely of large bodied
pyramidal cell§*®. Rats lack any evidence of smaller cell body, granule layers if®OFC
and until recently little evidence supported distinct differences ingirorepatterns from
the different regions of OFC to other areas of the bfaiHowever neuroanatomical
evidence now indicates that rat OFC may be homologous thunoan primate and
human OFC.

If the orbitofrontal cortex is classified by thalamic projectféfishe connectivity
pattern of rat OFC is homologous to Asmman primate and hum&n By using
thalamic inputs and outputs, the medial dorsal nucleus of the thalamus projects to the
same orbitalfrontal areas in rats, Hmman primates and humane*1°2153164 Based on
these projections and their relatively similarity across species, the orbital and agranular
insular areas of rat orbitofrontal cortex can basidered to be homologous to ron
human primate and human OFE?®42212483% The OFC in the rat includes ventral
orbital, lateral orbital and to some extent the agranular insular cortex. However OFC

classification in the rat does not include the ragitong the medial wall of the ventral
3



forebrain which is likely equivalent to ventral medial prefrontal cortex (vmPFC) in
humans and nehuman primate§312221304,

Like humans and nehuman primates, the OFC in rats receives inputs from and
projects to the amygdalaomplex (the majority of reciprocal connections terminate in
the basal lateral amygdala), anterior hippocarffusypothalamus and nucleus
accumben$®?#, In addition, the strong connectivity of OFC with the basal lateral
amygdala in both nehuman primates and rats is thought to contribute to the
motivational and emotional constituents of learffff§’181451612% | esjons to
amygdala and OFC in both ndwuman primates and rats produce similar
deficitg>901271862332952963013068363 |y aqdition in both rats and ndmiman primates the
OFCprojects to the nucleus accumbens, overlapping with inputs from the
amygdald®0104194220348 \1ost primate neurophysiology has focused on the anterior,
central OFG?>?® while most rat physiology has focused on the more posterior aspects of
the orbitofrontaimedial/lateral cortgX%!84296298299327.3283563%8 | contrast, most prior
research in humans is reported from the ventral medial prefrontal 6H&%". The
discrepancy in recording locations, lesion boundaries and the experimental results in rats,
northuman primates and humans raises a very important question: are all regions of OFC

functionally equivalent?



Rat Monkey

Sensory |nformat|on

| \\

A

q

N

L
{

Amygdala Striatum \, / Striatum Amygdala
Motor output

Figurel-1 Connectivity patterns of OFC in rats and norhuman primates.

OFC (blue), striatum (pink), amygdala (orange), medial dorsal thalamus (green).The connectivity patterns
of medial dorsal thalamus and orbitofrontal cortex are largnsistent between rats and Amman

primates. Inputs and outputs to and from OFC are conserved across species. (used with g&)mission

1.3 Homogeneity of theorbitofrontal cortex

Other areas of prefrontal cortex are functionally distinct. Similarly, there may be
functional distinctions in OFC regions. Anatomical evidence suggests that there are
regional OFC differences in connectivity and funciomorrhuman primatés,
human$®’ andfinally in rats®>>'°3?4’ These regional distinctions may contribute to the
different results reported in a variety of past experiments regarding OFC function in

humans, nofmhuman primates and rats



A growing baly of literature suggests that there is indeed a behavioral and
neurophysiological distinction between the different regions of OFC in humans (ventral

medial versus laterdff*!98234329373 ‘nonhuman primates (central versus

late ral)141,213.215228\265,342

and rats (ventrdateral versus dorsal
lateralft142283296298299327.328356358 |0 hyman, the ventral medial OFC may be

responsible for the representation of how valuable a reward is compared to other rewards
(economic valug)"+97108110130131214229241349 | ateral aspects of OFC may be involved

in assigning reward to the actions required to receive reward (credit assigritAtRAEy.

In nonhuman primates, tie is little evidence to suggest the coding of economic value

in the vmPFC, rather all current evidence suggests that economic value is being
represented in central OF€and that the more lateral aspects of QffGcess credit
assignment®. In rats, most of the neurophysiological and behavioral evidence comes
from the ventralateral and dorsdhteral OFC.

If the rat OFC is homologous to human and-homan primate OFC, then the
ventratlateral aspects of OFC in rats should play a role in credit assignment and exhibit
reward related activity for any action or cue leading to reward. Several previous
experiments have shown reward/cue related activity in velatexhl rat OFC as well
distinct representations of credit assignnibt{t!84296298299308327328 Thage experimental

findings in rat ventramedial OFC agree with experimental datarfrouman®”*° and

nonhuman primate lateral QBE&?15279280364305 | 5qdition, the specific coding of
P



economic value as seen in Albaman primat&*® may exist in the veral medial aspects

of rat OFC close to the ventral wall (medial orbital cortex and ventral pre limbic) where
little neurophysiological evidence has yet to be published. What little evidence that exists
regarding the role of ventrahedial orbital cortexn rats indicates that the medial orbital
cortex is indeed involved in the calculation of value. Previous studies have found that the
medial orbitofrontal cortex of rats is involved in the probability of receiving retfard
selecting a learned behavior for a desired Valaled choosing between delayed options

effectively weighing the value of the available optidn€%?%3324 Although sparse, these

?15,196 57,215261-263265

findings are consistent with humaf**® and noshuman primate dat
Other experiments in humans and fmman primates have shown that central
OFC (in norhuman primate$)and aspects of medial and lateral OFC (in hum&ngy’
are involved in the representation of hypotheticatomes. Specifically, in humans the
medial OFC represents missed past outcdtmeand imagined future outconi&sin
non-human primates single neurons in the central OFC increased their activity for the
cued, hypothetical outcorhdf rat ventratlateral OFC is equivalent to these regions in
human and nohuman primatg then it would be expected to see similar responses when
encountering situations that induce the representation of hypothetical outcomes. Indeed

initial evidence sugepsts that rat ventrdditeral OFC does contain representations of

imagined outcomé&®. These experiments as well as their consistent findings across



animalmodels support the functional segregation of orbitofrontal regions in rats as well

as the homology between rat, human andmaman primate OFC.



2. Hypotheses of orbitofrontal function

2.1 OFC function: evidence from behavioral experiments

Early experiments had indicated that the OFC was involved in multiple roles: i)
decision making and planniHng,GZ-G7,91,182,207,20&237,24127],272274,290,296—299,306338 ”)
judging whether decisions made had failed and bag term severe

consequencg¥!96266290360

iif) and in the ability to identify and recall the implied

meaning or importance of events/situatighg®”/89-272274290297299311338342343 * Thage

early hypotheses regarding the function of OFC were bainddll defined. Later

research in humans, ndnuman primates and rats would more precisely describe the role
of the OFC in decision making.

Early evidence indicated that OFC lesions resulted in highly emotional
behaviot***?°1. Human subjects often behaved as if theyrmdecognition of future
consequences and were only responding to simple Pavloviait%G&s Damasio
postulated that the OFC played a primary role in the redogrof physiological changes

that induced emotional changes such as anger or s&tfitf&SdHe theorized that the role

of the OFC would be to store different association patterns of external inputs with the
9



internal somatic states that may be produced by the external stimuli. A decision would
then activate the somatic state most closely relatéite paired external stimuli, biasing

the decision. Damage to the OFC would make it difficult for human subjects to activate a
particular somatic state which meant all choices would be emotionally equivalent.

In reference to his patient EVR who sufigfeom bilateral OFC lesions,

Damasio stated:

AWhat we are proposing is that nor mal

complex decisiomaking process by the appearance of a somatic signal

that marks the ultimate consequences of the response optionawith

negative or positive somatic state. In other words, response option "A,"

regardless of its predictable immediate reward, can evoke a future

scenario that is potentially threatening to the individual, and is marked by

a negative somatic state. The pereeiwould then experience the

reenact ment of punishment. 0
Although EVR still possessed the ability to categorize social situations and emotions he
lacked the ability to use the information to successfully modify his behavior and select
the appropriate respseé™. EVR was not perserverative orpuisive and had no
deficits in working memory or changes in intelligetée”.

Early evidence suggested that the OFC damage led to disruptions in behavior;
human subjects were oblivious to the future consequences of their actions and continually
selected large gains even when this action led to increasing largé16¥8e3he lowa
Gambling Task was designgaltest subjects with ventral medial prefrontal damage.

They hypothesized, based on the deficits exhibited by EVR, that ventral medial prefrontal

damaged patients would be oblivious to the future consequences of their actions and
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would be guided only by thimmediate rewards. In a simplified version of the lowa
Gambling Task, human patients selected cards from one of two decks (the original
version of the task had four decks). Each deck had a different probability of reward. Deck
A was high loss/high gait€ontinued selections from Deck A would result in substantial
losses. Deck B was low loss/low gain. Continued selections from Deck B would result in
a small net gain. Damasi o0s theory suggest
continue to select Deck éven though they were incurring substantial losses. Control
subjects should switch to the low loss deck, Deck B. In order to make sure each deck was
sampled, the first few cards in both decks were guaranteed wins.

Subjects were allowed to freely choosedsarom either deck. The first few cards
in Deck A led to much higher gains than the first few cards in Deck B (loss cards were
positioned in each deck such that a subject would have to draw multiple times from a
deck to encounter a loss card). A typicahtrol subject sampled each of the decks and
after approximately 10 cards and encountering at least 1 loss card in each deck began to
select almost exclusively from the low loss/low gain deck. A typical OFC lesioned
subject, like control subjects, sampksth of the decks. However in contrast to controls,
a typical OFC lesioned subject after the first approximately 5 cards began to select almost
exclusively from Deck A. A typical OFC lesioned subject generally did not encounter
any loss cards in the firStcards from Deck A. High loss cards were not encountered

until after approximately 10 cards were drawn from Deck A.
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Initially the most advantageous action would have been to continually select cards
from Deck A until learning that Deck A resulted indarlosses, then switch to Deck B.

Control subjects readily changed their selections from Deck A to Deck B after
encountering one loss card from each deck. However, OFC lesioned subjects continued to
select cards from Deck A, preferring the high gain rewanten after encountering the

high loss cards.

The behavioral evidence that OFC lesioned subjects would continue to select the
high risk deck leading to much greater losses supported the hypothesis that OFC lesioned
patients disregarded future outcomed arstead were guided by immediate rewards.

Patients without an intact OFC would disregard the high loss cards and continue to select
from the high loss deck seemingly driven to select from Deck A to obtain the high gain
cards>161,

2.1.1 Reversdlearning

Unpublished data from Bechagea al.suggeted that if the punishment was
immediate in the lowa Gambling task, OFC lesioned subjects would perform similarly to
controls and avoid the large loss d€cRhis evidence suggested that their previous
hypothesis regarding the insensitivity to future losses m@smplete. Evidence from
northuman primate data and rats expanded upon the role OFC played in behavior. OFC

was hypothesized to be necessary for behavioral modification following a change in a

12



rewardcue association; OFC was necessary for the modificafichoices, reversing
learning, following a change in reward/cue associatfgr>>38>119122127189199274307

In a typical experiment designed to testersal learning in rats, one type of
reward, a banana flavored reward, would be paired with one cue, a yellow light. Every
presentation of the yellow light would lead to a small banana reward. Another reward, a
larger cherry flavored reward, would be aiwith a red light. Every presentation of the
red light would lead to the larger cherry reward. After a rat had learned the pairing, the
rewards would be reversed and paired with the other cues; the red light would lead to
banana reward and the yellowht would lead to the larger cherry reward. All rats with
an intact OFC would originally respond to the red light as it would lead to the larger
cherry reward; however, once the cues and rewards were reversed (yellow = cherry, red =
banana), the rats withe intact OFC would learn that the cues had reversed and begin
responding for the yellow light to receive the larger, cherry reward. In contrast, a rat
without a functioning OFC would persevere and continually select the red light even
though it now ledd the smaller banana reward.

§9,122,127,199201,270

Rats*'®® humang®®*!° and noshuman prinate with lesions to

the OFC cannot perform the reversals. However, OFC lesionétththuman®**,
and norhuman primaté$*®**® have no issues learning the initial cue and reward

associationsAnimals with bilateral OFC lesions arellstiapable of learning that a

stimulus predicts food and still make correct choices to acquire
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food?11#2123179180295301306307  Thage results suggest that OFC is only responsible for
learning when cueeward pairs have changed and OFC is not necessary during initial
learning.

A later experiment using a modified lowa Gambling Task in humans by Fellows
and Farah showed that ifetlilecks were shuffled and the cards intermixed, effectively
eliminating specific rules from each deck, OFC lesioned subjects and control subjects
were no different in the cards they sele&teth additionin a variation of the lowa
Gambling Task designed for rats, the Rat Gambling Task, &eahshowed that OFC
lesioned rats had no impairments in correctly selecting the most advantageous option;
without a rule reversal OFC damage did not affect the performance of the lesioned
rats™>*“%. These experimental results in human and rats were consistent with the
hypothesis that the OFC was necessary for reversal learning and thatah@dowling
Task deficits reviewed above were dependent on the planned reversals within the card
decks rather than the inability of the human subjects to reject
Iosse§5,84,138,189,249,273279,28(129530],30530&33&374.

One study casts doubt on the role of OFC in reversal learning at least in non
human primates. Rudebeck et al demonstrated that prior lesion data in -itnenmam
primate OFC may have been damagiibgf tract$®-?®2 This damage to the connecting
fiber tracts may have resulted in the reversal learning deficits. This result conflicts with

other results in nchuman primates showing that OFC lesions result in reversal learning
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deficits'***2"1% They indicated that if excitotoxic methods are used to accurately lesion
OFC, rather than aspiration lesions (removal of tissue}hooman primates did not lose
behavior flexibility in a reversal learning task. This result may not be generalinadile
northuman primates; the authors indicate that their results may apply only to humans and
Old World monkeys (those primate species found in Africa and Asia which are more
closely related to apes).

This study may indicate most previous data regardgagrsal learning in nen
human primates (and to a certain extent in humans) was an unintended result of extensive
damage beyond the OFC. In humans, most subjects with OFC lesions had quite extensive
damage that extended beyond the ventral medial OF@niote posterior and lateral
regions of the frontal cortéX'®. Damage to these more posterior medial areas would
have also damaged the fiber tracts consistemt thé data shown in Rudebeck et al,
implying that reversal learning impairments in humans and rats may also be the result of
extensive fiber tract damage, rather than a specific function of OFC. Other data has
suggested the damage to limbic structurebentémporal lobe resulted in impaired
reversal learnimg*?**'* and that these structures in AHouman primates and rats heavily
project b the posterior OFC (especially to the ventral and medial orbital areas in rats), via
the uncinate fascicta*®1492923% congquently this may mean that previous reversal

learning deficits were a result of damage to the fiber tract connecting OFC to the limbic
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structures in the temporal lobe. However, no experiments in rats have been able to

dissociate OFC lesions and impairneemt reversal learning.

2.1.2 Response inhibition and other behavioral tests of OFC

The previous research showing that rats, humans, anturoan primates could
not perform reward reversals led to the hypothesis that OFC was responsible for response
inhibition, withholding a response when conditions leading to a reward had ch@hged
description, while accurately describing the inability of subjects to correctly select a
reward following a reversal, could not explain the fact that subjects had ns issue
withholding responses prior to the reversal of the cues/rewards.

More recently, devaluation experiments have proven that the OFC was not
necessary for response inhibittdt°>*"’. In a devaluation experiment, one of the
rewards is devalued by pairing that reward with iliness after training. As before, the large
cherry reward might be paired with the red light and the small banana with the yellow
light. In a different environment, the large cherry reward would then be paired with
lithium chloride which induced illness. OFC lesioned animals continue to respond to the
red light and approach the large cherry reward, however, they do not consume the large
cherryreward (as it had made them ill in a different locati@gRigure2-1).
Rat$9%%%823% and norhuman primate$*?**#*had no issue inhibiting their response to
consume the now devalued food. One shortcoming of reversal learning experiments was

that they were confounding the learning impairments (such as the inability of animals to
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learn or acquire a new behavior or tdieguish an old behavior) with the performance of
the animal using new information on a task. Animals rarely performed well following a

reversal. Was this result a case of impaired performance or impaired learning?
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Figure2-1 Rats with OFC lesions fail to modify their behavior during odor discrimination reversal

tasks.

Top Panel. During training a rat learns to pair a specific odor with reward. Odor 1 is paired with sucrose.
Odor 2 is paired with a quiné solution. When consumed the quinine solution makes the rat ill. When the
correct odor is presented (odor 1) the rat will travel to the fluid well to receive the sucrose reward. If the
other odor is encountered the rat will not travel to the reward Wadl rat has learned that odor 2 predicts
illness. Bottom Panel. Odor 1 is now paired with the quinine solution and odor 2 is paired with the sucrose
solution. After several trials rats with an intact OFC will switch their responses; on odor 2 presémgation

rat will travel to the well to receive the sucrose solution. On odor 1 presentation the rat will not travel to the
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fluid well. Rats with OFC lesions will continue to respond to odor 1 even though it now predicts the
quinine solution. Without a functiing OFC rats fail to modify their behavior (inhibit their responses)
following cue or reward reversals. (used with permisSfpn

The guestion then becomes how the OFC contriliatkesarning if it is not
necessary for behavioral acquisition or for inhibiting reward consumption responses. This
led to the hypothesis that OFC was representing some aspect of the relationship between
the cue and the reward such as acquisitions of as@cinformatiof>®. Several
experiments in rats have shown that the OFC is necessary for a cue to evoke a
representation of the outcome, such as in a Pavlovian task where a cue is followed by a
reward.

In a Pavlovian oveexpectation task, it is trained that several different cues
predict different amounts of reward, then the cues are combined to measure if there was
increased response for the reward. Following the previous example, a red light would
produce a large cherry reward and agwllight a small banana reward. Presenting both
stimuli can be hypothesized to lead to overexpectation; both the red and the yellow light
would be presented simultaneously. If the rat had learned that each cue predicted a
different reward, the presentatiohboth lights would imply that both the cherry and the
banana reward were available. According to the theory that OFC integrated cue and
reward information, if cues signaled that more reward was available (by dogbin
different reward cues), a rat shdukspond faster and more vigorously for that reward.

However, when both cues were presented the rat found that only the large cherry reward

18



was available. No banana reward was present even though the cues had signaled banana
reward was present. On subsequpresentations of the red light, the rat responded more
slowly. The spontaneous reduction in theposeto red light indicated that the previous
expectation of more reward from both lights (and the violation of that expectation) had
subsequently lowed the ras expectation of reward upon presentation of the red light. If
the OFC was inactivated during the combination of the red and yellow lights, rats did not
exhibit reduced response on subsequent presentations of the red light. This result
suggestedhat the OFC was responsible for the integration of information from different
cues predicting a new situation in which reward should have been inéfé&8&H. The

OFC has been found to be necessary to associate a cue that provided information
regarding the expected reward with the aateavard, including delay&®, spatial

8342 and the specific flavors of the rew&t %2

categorie$**!, reward siz&
McDannald et &f®'9***found that while OFC was necessary for representing
the specifics of the outcome, such as identity (flavor), the ventral striatum was much
more necessaifpr the formulation of general value of the expected reward. The OFC
was necessary when learning an inferred value, which required that the information
provided be integrated to form an estimate about a reward, but not when a stored,
previously learned yae was deemed sufficient. This indicated the OFC was important in

the representation of specific expectations based on flavor, and differentiated itself from

ventral striatum and other areas that may represent value. This research suggested that the
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OFC had a much broader role in the representation and prediction of an outcome, instead
of only being necessary for reversal learning and response inhibition. The OFC was
hypothesized to have a different role in decision making, one that involved the formation
of outcome expectatioff§>°>%% if | am in conditionX, | can expect outcomé

An important recent result has shown that the OFC is necessary to learn inferred

e'?® Rats were first trained to associate Bugith a reward and cu@ with no

valu
rewad. Once rats were able to successfully respond to theeewsed pair to receive

reward, another cue, cde was paired with the reward cue; cdupreceded and predicted

cueB which led to rewardA4 B4 Reward A separate set of cues did not lead to reward,

cueC preceded and predicted cDewvhich led to no reward;4 DA No RewardThe

first cue preconditioned the rat to respaodhe subsequent cue that was directly

associated with reward. Rats reliably responded more for the cue that predicted the cue
rewad pair, showing increased response8 tompared t&C. When OFC was

inactivated, rats no longer responded differentbx tompared teC. This result indicated

that without a functioning OFC rats could no longer make the association between the
preconditioned cuf and the cue associated with reward, Buelowever inactivation of

the OFC did not affect ardeatsstihreliaby respbndddi t y t

to cueB which led to reward. Control rats continued to respond tcAcued approached

the reward cup.
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To test the effect of OFC inactivation on learning, a group of rats from the
preconditioning experiment underwentadditional experimeit®. Rats were tested on
an inferred value blocking task. Blockingcurred when one of the preconditioned cues
(A or C) was paired with a new cuX 0rY); if Xwas paired wittA and becausA
already predicted rewar¥,would provide no additional informatioiXX¢AA4 Reward
compared to the preconditioni®gd B4 Reward. BeauseX would not provide
additional information, learning aboXtwould be blocked. However, ¥ was paired
with C and reward was present, becaGs#id not initially lead to rewardy would
supply information that reward was availab¥e-CA4 Rewardcompare to the
preconditioningCA DA No reward. As a result, there should be no behavioral responses
whenX was presented by itself and increased responding Whexs presented by itself.
When OFC was inactivated, rats showed similar respons&safiod Y. This result
indicated that a functioning OFC was necessary to infer that the previoAs cue
completely predicted the reward. In contrast, control rats with a functioning OFC did not
respond foiX and instead only showed increased response fbhese resultshowed
that the OFC was necessary to learn in complex inferences when a new cue either
predicted a future reward or provided no additional information about reward.

The preconditioning results as well as other results showing OFC is necessary for
devaluaion in norhuman primates and rat§-122233241366 5,5 nort the conclusion that

OFC is responsible for more than reversal learning and is necessary for integrating
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information about reward, cues and potdrgiuations. Additionally, these results imply
that OFC is not necessary for the representation of value; rats with an inactivated OFC
still respond to the first order cue predicting rew&4d,Reward

If OFC were necessary for value guided decisionkigigreconditioning task,
then rats with an inactivated OFC would not have been able to reliably respondto cue
for reward. They would not have been able to associate reward value wilande
respond to cuB. The necessity of an intact and functiapf@FC in preconditioning,
blocking and learning an inferred value is also supported by other data which suggests
that OFC is necessary for responding to changes in reward id&ntt§7+3°°. Although,
without cellular responses (single neuron, fMRI, and neuronal population activity) any
conclusion regarding the exact function of OFC and how it does or does not represent

value or identy is difficult to support.

2.2 OFC function: neural representations of value and outcome

expectations

Orbitofrontal cortex may have a much more specialized function in decision
making, one that primarily involves the generation of expected outcoméiseanalue
associated with those expected outcomes. Early neural recording experiments showed

that neurons in OFC robustly responded to reward delivery as well as the cue that came to
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predict reward delivery. This view was consistent with the idea thatu@sGesponsible

for tracking reward receipt and modifying behavior if outcomes were no longer matching
what was previously learned. What role does OFC play in decision making and can the
neural activity in OFC be entirely explained by the representatiomstcomes or

specific value?

2.2.1 Tracking outcome and reward

Recording from single neurons in rbhoman primates and rats offers insight into
the neur al activity at the time of a part.i
making is more complated than simple reversal learning, then it should be expected that
neuronal activity would not reliably follow reward reversal. Instead, the neuaotiaty
should reflect a combination of the cues necessary for reward receipt. Initial reports of
singleneuron activity seemed to agree with a simple role in reversal learning. A neuron
would show preference for a specific reward by responding with increased activity to a
particular reward or cue that predicted that reward. Single neuron studies repatrted th
some neurons reversed their representation of reward following the retf&fgaf362
However, in one of the initial experiments in Ammman primates that showed OFC
neurons reversed their reward representations following reward reversal, only 22% of the
neurons (70 of 317) varigteir activity following the reversit.

In rats, 65% of neurons in the amygdala modify their activity during reward

reversals compared to only 25% iretOFG°%%?% Neurons in nofiuman primate
23



amygdala reverse their activity to match a change in outcome much more readily than
OFCneuroné®. If the majority of neurons in OFC are not tracking reward reversals;

OFC must have a larger role than modulating reversals. Instead OFC must represent some
other aspects related to rend and how those different variables contribute to or result in

a decision.

The abundant evidence regarding the responses of OFC neurons to a variety of
different aspects related to reward led to a different hypothesis, one that agreed with
aforementione findings in the lesion and inactivation studies; namely that OFC was
responsible for encoding the relevant associations required to receive reward. This
hypothesis again was incomplete since it meant that OFC neurons would rapidly reverse
their activityfollowing reward reversals. Single neuron recordings have shown that even
if OFC neurons rapidly reversed their activity for reward, behavior in rats was much
slower to reversé®®®,

Although the previous idea that OFC was required for combining reward
information and forming associations to facilitate rapid, flexible reversals was
incomplete, it stillcaptured a new idea in terms of OFC function; OFC neurons (and OFC
as a whole) were encoding some aspect of the reward that allowed subjects to change
their behavior to match the new cue and its associated outcome. Single neuron recordings

indicated that rany neurons in the OFC developed selective firing for reward. These

neurons also started to become active during the cue that predicted the reward. Following
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prolonged training, OFC neurons would fire for the cue that predicted the reward and
again for theeward, often differentiating between several reward types. This activity
occurred on every presentation of the reward and tHé'cliis anticipatory activity
occurred first in OFC before appearingesibiere in the braffl’. Single neuron
recordings in nofhuman primates also showed that OFC neurons responded to the
reward and the cue that predicted the reW&ttf??33423433%3 \while there are few direct
single neuron recordings from human OFC, functional magnetic resonance imaging
studies have shown increased activation of the OFC during cues and reward
presentations. However, this may not have reflected individual neuron activity and
instead only reports increased blood flow to that area of C8ftéx

The neurophysiological evidence suggests that the OFC is representing the
expected outcome. In rat OF@any neurons fire differently in anticipation of different
rewards and the parameters of those rewards. These parameters include the delay until the
reward is received or the odor predicting rew3rand different populations of neurons
represent magnitude differences in re3". Neurons representing magnitude for a
reward do not fire for the other reward opfihnDelay and reward identity are also
represented but in different populations of neuf¥38-*?’. These different neuronal

populations can besed to predict the expected reward fairly relidt5fy”.
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2.2.2 Reward prediction error

While some data suggests the presence of repradictiorrerror information in
OFC#8331340 gther experiments suggest that OFC more closely tracks outcomes and
valuerather than prediction erfS*%%?®_ If OFC were tracking reward prediction error,
thenOFC neurons would demonstrate similar activity to dopamine neurons found in the
ventral tegmental arebleurons in the VTA respond to unpredicted changes in reward by
increasing their firing rate for unpredicted received rewards and decreasing their firing
rate for unpredicted omitted rewards. If reward receipt does not change and can entirely
be predictedthen neurons show no change in their respdh¥8s OFC neurons
continue to respond even when the reward was expected. Compared to ventral tegmental
area (VTA) dopamine neuroft$3®**+3>® OFC neurons do not modify their activity when

reward is received or withheld ursctedly?®4264297308326:328

(Figure2-2). In addition, in
the absence of OFC input, VTA neurons fail to signal prediction error, indicating that
OFC isnecessary for reward prediction error to be calculated but does not directly
compute reward prediction erfdt These rsults indicate that while OFC is not directly
calculating reward prediction error, an intact OFC is necessary for prediction error to

occur downstream in the VA
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Figure2-2 Differences between OFC and VTA during reward receipt.
a During early learning, OFC reward responses increase immediately following reward receiptydark
trace). As the animal learns the task, reward related activity begins to increase immediately prior to
receiving the reward (red trac&nce the animal has learned the task, reward activity increases following
the cue that predicts the reward aslwslincreasing after the reward has been recebvBdiring
unexpected reward receipt (red trace), OFC neurons increase their activity shortly after receiving reward,
potentially reflecting the somatosensory response to the reward receipt. Once thdaginsalo expect
reward, OFC neurons increase their response immediately upon reward receipt followed by a gradual
decrease in activity (blue trace). If reward is omitted unexpectedly without any prior training, OFC neurons
still respond to the moment imhich reward woulehavebeen received then immediately decrease their
firing rate (dotted red trace). This indicates that OFC neurons are representing an expectation af reward.
In contrast to OFC neurons, VTA neurons strongly increase following reweeibptéred trace). With each
subsequent reward receipt, VTA neurons decrease their firing rate (blue trace). Eventually VTA neurons
respond very little to expected reward (blue trace). If reward is omitted unexpectedly, VTA neurons
decrease their activitfdotted red trace). (used with permissfén
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2.2.3 Specifieconomicvalue

If OFC neurons are tracking different parameters of reward, it is possible that
OFC neurons are represemgtisome aspect of economic value, which is defined as how
useful a reward is to the subject at that given instance. Past functional magnetic
resonance imaging studies in humans alluded to the representation of value in OFC,
specifically that cortical respsas in OFC increased during the selection of potentially
more valuable optioA¥. Individual neuron responses in Abaman primates have been

found to track value as wédf.
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PadoaSchioppa and Assad found that neurons in the OFC tracked the economic
value of different juice/reward offérd. Non-human primates were trained to select
between diffeent rewards, water and unsweetened {od! The quantity and type of
reward was represented by color and number of indicators seen on a screen. Offers were
paired. The offer ratios varied. For example, they could select either 1 unit of water or 3
unitsof kool-aid. In another trial the offer might have been 3 units of water to 1 unit of
kool-aid. If subjects behaved rationally and economically, comparing the different offers
to each other, each subject should exhibit preferences for the different reweadh
offer pair. A measured indifference point would then indicate under which offer
guantities each juice was equally preferred.

Consistent with this hypothesis, each subject showed distinct preferences between
the offer pairs and had an indiffererm@nt where the two offers were equally preferred.
Non-human primates behaved economically and generally equated 4(water}:1(kool
aid)’?®. For example, if the subject chose 1 kai when offered with 1, 2, or 3 wate
but not when 5 water were available, then 1 ladlwould be equivalent to 4 water. If 4
water and 1 koehid were offered both would be selected with equal frequency. Based on
these preferences, ntwuman primates would select the offer, either {@dlor water,
that provided the best economic value to that subject.

Neurons recorded from the medial OFC increased their firing rates for a preferred

reward matching the increased selection preferences for that same reward. For example, a
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neuron that codethe economic value of water fired maximally when a higher value
water offer was paired with a lower value kaad offer. In this example, if the economic
value of water and koalid were equivalent at 1(water):2 (kewli d) , t hen t he ne
firing ratewould not increase. As the amount of water offered increased when compared
to the amount of koedid offered, the values offered were no longer equivalent. If 1
water and koohid were offered (conceptually 1 water was valued approximately twice as
much&1lkooltai d), the neuronds firing rate incre
increased economic value of the current offer (the water was more valuable economically
to the subject than the keald). In this example, the neuron would reach a maximum
firing rate when the offer was 6 water:1 kaad. The maximal firing rate of that neuron
would have indicated that the offer of 6 water to 1 ladlwas the most economically
valuable offer.

Approximately 18% of neurons recorded in OFC represented som& aspe
chosen economic value. However, this report was at odds with representation of expected
outcome mentioned previously. If the OFC was representing the economic value of the
outcome then the OFC could not be representing information regarding theeutco
expectation, such as the attributes that predicted a specific outcome.

The representation of economic value is not equivalent to the representation of
expected outcome. Economic value requires that different outcomes be compared and

evaluated againsteh other. The representation of expected outcome requires that the
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components necessary to predict the reward are included in the neural representation; it
does not assign a value to each of the outcomes. If OFC neurons predict the outcome
based on the ctent cues, situation, and other available indicators rather than formulate a
specific economic value between the available rewards, then OFC neurons should show a
change in activity to any cue or object that predicts a certain reward rather than only
respnding for reward.
A key tenet of economic and rational decision making is that the choices between

options be range adapting and menu invatfaRange adaptation allows a representation
of reward to dynamically scale to the magnitude of the reward options available. This
change would allow a single neuron to represent economic valudtiplensituations
when comparing multiple different types of rewards. Menu invariance specifies that all
rewards offered are reduced to a single value unit, a common currency that can be
maintained and directly compared across all pairs and combinatiomsaf. The
responses for a given reward remain the same even if that reward is paired with a
different reward. Menu invariance may lead to stable economic preferences over
tim6223'227.

If the OFC was calculating the economic value, then the representations in OFC
must be range adapting and menu invariant (neuronal activity would not depend on the
rewards being pai§. Range adapting neurons should scale their activity to the type and

value of the rewards available. A range
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minimum and maximum scale of reward available. If the options range from one drop of
juice to threadrops of juice, a juice preferring OFC neuron would respond maximally for
three drops of juice. If in a different instance, the offers are now three drops of juice and
five drops of juice, the neuron would now respond maximally for five drops of juice and
minimally for the three drops of juice (even though three drops was the previous
maximum reward available). The neuron has adapted to the range of the available
rewards. Menu invariance refers to the ability of the neurons to respond to rewards
independenof the reward types being paired; grape juice responsive neurons will
respond the same for grape juice regardless if the grape juice is paired with orange juice
or apple juice.

Later work by Pada&chioppa in nofimuman primates indicated that neurons in
nonhuman primate OFC did in fact adapt to the range of the values repre€énted
Neurons in OFC encoded values in a linear function. In addition, OFC neuron responses
were menu invariant, neuronal activity was consistent according to the good being
represented and did not differ based on the goods avaftgble

It should benoted subjects in the ndruman primate experiments hsabstantial
experience with each of the presented offer pairs. They had been trained on the task for 6
8 months prior to the recording sessfGR€®. A single recording session consisted of up
to 2400 trials with the same set of reward pairs (on average 1500 per day). Under these

conditions,it may be expected that the animal would become quite adept at selecting and
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ranking the available rewards. Due to their extensive training, it is quite possible that the
primates became experts at determining the tradeoffs between each reward offered.
Additional data from rat neural recordings indicates that rats performing in a similar task
with much less training showed stronger neural activity for outcome representations
independent of valF&**,

Results from human imaging experiments have been less clear about economic
value representations in OFC.t&eal value signals have been found in &£&.
However, these studies have not specifically correlated OFC activity with any measure of
economic value. The results instead iraglthat OFC was representing rewards in a
common currency, reducing each reward offer into a value unit that can be directly
compared. Increased activity as measured by fMRI showed that higher valued items,
regardless of the item types being compareditetictronger respons&4**7’,

fvalue is being represented in OFC as a
should increase proportionally to the summed value of the combined rewards; if two
reward predicting cues are combined indicating twice as much reward is available, a
neuron sbuld double its firing rate to reflect that the current reward is twice as valuable.
Neural data from rats suggests that OFC cannot be encoding economic value because the
firing rate of OFC neurons does not sum to reflect that the amount of reward may have

doubled®®
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In an overexpectation task, Takahashi et. al. trained rats to expect different
rewards from four different cue&l4 3 Banana pelletsA24 0 pelets,A34 3 Grape
pellets,V4 3 Banana pellefd®. When rats encountered combined cues for the first time,
Al+V, OFC cuereward responsive neurons spontangoumlreased their activity.

Neurons that had responded to each cue independently did not double their firing rate.
Instead the new firing rate in response to the combined cues was much stronger than a
doubling of the firing rateA1 & V > Al + \)**,

These results are inconsistent with the common currency and value explanation of
OFC function. The summation of firing rates did not reflect the summatfithe
rewards. Instead the firing rate was much higher than twice the firing rate as would have
been predicted by twice as much reward. In addition, because the firing rate for the
combined cues exceeded the neurons previous firing rates for a siagleecaeural
activity was not range adapting, in contrast to the data reported frofmunoan primates
by PadoaSchiopp&?®. This raises an important question; does OFC activity reflect

economic value, expected outcome or something else entirely?

2.2.4Representation daskparameters

The conflict between the specific economic value hypothesis and the outcome
expectation hypothesis can be addressed by looking at neural representations of all the
different aspects leading up to and predicting the rewatdding the reward

representations themselves. If multiple, different variables that predict reward are being
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represented in OFC neural activity then OFC is representing more than just specific
economic value.

Single neuron activity in rats (as well@secent study in nehuman primate?)
strongly suggests that OFC is representingltfierent aspects of outcome expectation
rather than just economic vaftig*>20+26329629932%328 The neyrons in rat OFC respond to
many attributes and cues predictive of the reward such aswaed direction left or
right of the rat"?®%, the odor that predicts the current rewafrgf228299321356357 the
specific flavor of the rewafd®*?, the delay until rewafd", imagined outcomes if reward
cues are combined signaling a potential for increased ré¥ard! even the reward that
could have been received, in f4f§”® and norhuman primates

If OFC is not representing the specific value and is instead representing general
value, including the salient aspects of rewandntthe previous evidence of economic
value representations in OFC should be sensitive to task settings (framing effects). Newer
evidence from Pade&chioppa in nofhuman primates indicates that the OFC represents
a more general value/outcome and is suligéraming effects, such as when the
situation changes or the general state changes, the values¥6dify”. In addition,
recent evidence in human fMRI supports the hypothesis that the OFC is involved in the
specific representationf outcome expectatiopfy 299110146154318347 1y 5th a3 and
imagined®, that the OFC is sensitive to the task corfféxind that the OFC is more

likely to represent he specific categories of the reward rather than just the specific
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economic valu€®. All of this evidence from fMRI supports the hypothesis that OFC is
responsible for the generation of outcome expectations.

The increasing evidence, both neural and behavioral, suggests that the OFC is
representing specific, expected outcomess figpothesis predicts that the OFC is
involved in reward expectations under specific conditions identified by any variables
relating to the reward. These representations include the formulation of the
counterfactual, an alternative reward not received fla@depresentation of regt®t If
this is true, OFC neurons are capable of integrating the cumfenthation about
expected rewards and representing previously missed rewards; the representation of the
reward that could have been received. The additional knowledge provided by these
representations in OFC will expand the current understanding of R@w@rks to
include the representation of imaginary past outcomes (a corollary to the neural
representations of imagined future outcomes irffasd the pural representation of
cued, hypothetical outcomes in Rbaman primaté3, linking the representations of
outcomes to episodic future thinking and how ernomdecision making modify future

actions.
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3. Defining regret

What differentiates regret and disappointment? Both require the knowledge that
the current offer is less than desirable. In the psychology literature, disappointment is
defined as theealization that an expected outcome is less than the previously conceived
outcom@>1°61%819719825%8 g r @ speci fically, disappointm
circumstances beyond oneds con??¥toe or as
Economics defines disappointment as the value of an action being less than expected in
the presence of a singular chafcd! 3174,

Reget is defined as the value of an action being less than expected in the
presence of multiple choices. Regret is the realization that the action selected, of multiple
available actions, has led to a value less than the alternative actions. In the Semsest
regret can be conceptualized as an emotion of the counterfactual, where the emotional
response generated by regret results from the realization that the alternative choice would

have been a better chof¢g*4+°6%8173174286 R e gr et has been descril

undoing of eventsd6 in the presenceslyof an a
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available action would have produd&t®>!°6128346  Regret cannot occur without the

prior counterfactu éf—24,105106,173,174,287—289

3.1 Counterfactuals

Counterfactual thinking was defined
f a ¢°%°"® Most definitions of counterfactuals were relegated to uses in defining
linguistic arguments. Gradually, counterfactual thinking begamfiicence the formation
of laws as well, with the principlene quanon Latin for fAcoul d
wi t h t>hThis farm bf@ounterfactual reasoning required that the alternative
outcome be considered when determining

Counterfactual s have bhtomlsthad wesedbasédor d

the different si mi | dnisitugtions that colideleadvo differens |

outcomes, there were a finite number of states that could be potentially described or
imaginedto whichthe current situationould hypothetically transition. The American

philosopher David Lewis postulated that for counterfactuals to exist and be based on

by

he

t he

as

or

reality they must have been consistent with the laws of nature (of a given state, where the

state included all the necessarformation and possible actions a person could use to

make a decision), that the potential states could in fact occur, and that the counterfactual

in no way could violate the laws of nattffe The imagination of future states and

consequences ma lan inevitable consequence of conflicting choices and situations in
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naturé®. In relationship to animal behavior, counterfactuals could be associated with
approach and avoidance behavior. If an encounter was unpleasant, a counterfactual
representation of the alternative would allow an animal to switch its behaaooith
unpleasantned¥°"2%8 This would functionally allow an animal to switch its behavior to
a more appropriate behavior without having to experience the unpleasantness again.
Deviations from the expected behaviors or expected results would cause the formation of
the counterfactual especially if the previous outcome were controllable by the?himal
The counterfactual would result in the representation of the alternate expéttdticn

In order to represenbanterfactuals, the alternative outcomes must be (or could
have been) possible to achieve from the current situation, the decision maker must be
capable of selecting the options available to achieve the alternative outcome and the
decision maker must be lelto identify the causal nature of the actions preceding the
outcom@>°11031061%6,157171.173174267268289 By, definition the counterfactual is ausal
statement acknowledging that an action will lead to a alternative, specific odit€ome
The counterfactual simulates the outcomes of potentially different results had a different
action been choséh. For example if two dice were thrown, there would be 35 different
oworl dsdé possible, only one of those world
representations would be theucterfactuals to the current wold The construction of
the counterfactual occurs by converting potential outcomes into possblesurs thus

regenerating the expectané®s
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The representation of the counterfactual must be present to compare alternative
outcomes to each ottiérin decision making, counterfactuals are necessary for the
experience of regret. Without the representation of the counterfactual, there are no

hypothetical outcomes to compare to and therefore regret cannot exist.
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3.2Psychology of regret

In the simplest sense, regret is the recognition that the current situation is worse
than an alternative situation. This definition of regret first arose from the
conceptualization of regret as a pure emotion, the recognition of thigeal response
following a bad series of choic®8’® Only later was regret defined in terms of acsion
and outcomes both real and imagined. The definition of regret in terms of actions and
outcomes would lead to the economic definition of regret.
The word regret is derived from Scandinavian and Norse wagssteandgrata
which is def ¥ rEarlg mentionsbftreyretinelaspidliterature and
psychology describe regret purely as an affective eniBftohi®*®, The transition of
regret from an emotional descriptor to a ¢
postulated that regret ibe recognition that the actions within a given state of nature did
not satisfy the expectation and that alternative actions would have produced a more
desirable outcome, thus satisfying the expectition
If regret is assumed to occur in a specific instance of nature, then the experience
of regret would require that the alternative outcome is known as well as the proprieties of
that outcome (antecedents of) and how they relate to the current situation. Any decision
bet ween multiple options woul dehbeesgsbdbprerrt
realworld implications. The state in which the regret experience occurred was described

as an emotional recognitiot?%!74294312
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Landman proposed that regret was generated more readily in instances that
produced less than ideal evéntsReget was hypothesized to be a larger function of
inductive thought involving facts and countacts, from a given set of cases to a wider
set of cases. Though she reasoned that regret, while depending on the counterfactuals
6was a disti nkchdno menyacrbéo,l orga gcradt coul d al sc
emotional phenomenon. Others had specified that regret depended upon the
representation of alternative selves, that contained the complete cognitive and emotional
information in a hypothetical staf&%°69>197:258285

Regret has been suggested to be a consequence of ratj@algpsure of how
realistic a subjectds go & Bhusaifrregretism r el ati o
consequence of rationality, then a subject behaving rationally would avoid the experience
regret'%*° However, if a subject experiences regret, then a subject has made an
irrational decision; theref dehaviorl@egret i s t
economics can be used to operationalize what is rational and what is not rational
behavior, then it is possible to describe regret using economics. An economic definition
of regret provides an explicit set of circumstances under which ieggredccur. With an
explicit set of conditions that should induce regret, testing for the existence of regret

becomes feasible.
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3.3 Economics of regret

The economists Loomes, Sugden and Bell stated that regret played an important
role in rationaleconomic decision making because many subjects behaved in ways that
violated rational decision making. Regret theory could potentially explain violations of
rational behaviosuch aswhy a subject would exhibit preference reversals; initially
preferring achocolate to a grape, but later preferring a grape to a chocslijecs
could reverse theipreferences if they regretted choosing a chocolate to a,grape
subsequently selecting a grape when offered a grape and a chocolate again. Introducing
regret nto the decision making process allowed regret to modify future choices by
comparing the difference between the possible rewards and the currently received
rewards; a suboptimal (and seemingly irrational) choice may be selected to avoid regret.

Regretis defined in economics as the difference in value between two known
actions/outcomes in a specific situation, where the outcomes and results of the actions are
assumed to be known or capable of being conceptu&liZédRegret Theory assumes
that an agent is tianal and maintains the following:

1) There exists a usefulness function that is capable of being represented without
an agent choosing and experiencing the outcome (choiceless), where the value
of the options is assigned independent of the choices andguabtaining the
outcome of the options (the choice has yet to be made); the value of the goods

is anticipated prior to the actual decision.
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2) The usefulness function is defined and independent to (and prior to) the choice
of the agent.
3) The agent has knowdge of what all action/outcome pairs will be and their
relative value in the given situation.
4) The measure of regret is dependent only on the choiceless usefulness of the
t wo possible consequencesavébteheen 6c, 0 vuanntde r
therealty o6éwhat i sd) .
5) The regret function assigns a value to every possible action/outcome pair and
the value assignment is explicit to the state the agent is in; any future states

cannot be assumed to have the same regret function unless their conditions

exactlymatch the initial state.

For a specific situation, the utility in regret theory is defined as
Utility(choicey,choice) where utility is the usefulness of the outcome in the current
situation andthoice is selected simultaneously rejectictgoice. The bat possible
action minimizes the regret function defined asvéiee(choicg)-value(choice) where

R(.)is the regret functiof?’.
YO QUROQRITEE QOQ U & "QOQYV & "QO'QL & QDO'Q

If an agent were to choogi& "Q¢dNerdd "Qeiran explicit state of the world the

resultant value(dx¢ "Qe) @ould occur and the counterfactual value/action would be
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represented agci®@ "Qg).This formulation lets the regret fation represent a real value
for each possible increase or decrease in the value of an option. The regret function can
increase or decrease the relative value of the selected action.

When translating Regret Theory to the economics of choice, the exgeoenc
regret relies on the probabilities of receiving the specific outcomes in that situation being
known. Regret is defined as the difference between the payoff on a given trial and the
maximum (expected) payoff. In this context regret again modifiesutbesfactions by
either increasing or decreasing the value of a choice, where the value of a choice is highly
correlated with the prior experience of regret, higher potential regret over the loss of an
outcome associated with a choice increases the wikisg to select that choice and its
resultant outcome (the regret function increases the value of the action that leads to the
Outcom6371174,175258,375,379.

Economic definitions of regret rely on simulation heuristics, formulating the
potentially experienced regret prior to a decision and minimizing future regret by either
prospectively avoiding situationlsat would induce regret, or by modifying actions
following a regret experience to avoid future regrét=">*"°, Prior to the explicit
definition of regret, regret was identified as a special form of decisiaking; regret was
the result of mental simulation and required the comparison of states and expected
outcome$*. If the outcome violated the expected outcome in the subseqatmtregret

was experienced. This early economic definition of regret could not be differentiated
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from disappointment. Therefore regret as defined later by economists Bell, Loomes and
Sugden differentiated between regret and disappointment, regret lmeEingparison
bet ween two outcomes where an error was th
disappointment was a singular outcome that was not the fault of thé%affent

The economic definition of regret agrees with psychological definitions of regret,
bothdefinitions state that regret is unique to each experghé& 17219238 Even if a
subject iIs in a similar situation again, t
wasinthatsituain again, | would pr o¥B'&heyegreiake a d
function cannot be expected to be the same across multiple situations; each experience
leads to a different experience of regret and potentially different chditks

By using these definitionsf regret, the effects of regret on decision making in
economics can be identified and separated from disappointment. The modifications
introduced by regret theory to rational de
preferences may shift after experiericnegret and can explain irrational choices. Once
the counterfactual exists, the experience of regret is possible. Disappointment and regret
are differentiated through the representation of the counterfactual. Regret is the
representation (the counterfagfuof the more valuable alternative action and the

associated outcome had the agent selected the more valuable alternative option.
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If disappointment is strictly defined as the outcome being worse than expected
determined by conditions beyond theagend contr ol t hen di sappoi
differentiated from regret through the representation of the counterfactual. These
definitions of regret and disappointment make it possible to design and conduct

experiments that identify:

1 the counterfactual
1 regret
1 disappointment

This raises some important questions; can the counterfactual and regret be identified in
rats by using the economic framework outlined above and does OFC play a role in the
formulation of the counterfactual and regret agreeing with cdactaal representations

in nonhuman primate OFC neurdrand that the activation of OFC during the

experience of regret in humafa
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4. Identifying reward representations on Multiple-T Left-

Right-Alternate: evidence of the counterfactual in rats

4.1 Introduction

When faced with difficult decision, rats and humans sometimes pause and orient
backandforth towards options or paths, a behavior termedrious trial and error
(VTE) 1231°0210231341 B yring VTE and similar behaviors, nelsignals in hippocampus
and ventral striatum show evidence of covert decisiaiing processeg>23°13>3
Here we report that neural representations of rewatttei®©FC of behaving rats
increased following VTE events at a decisfoint, implying representation of the
expected rewards during an internal, $eifiated decision.

Neural representations of reward in rodent OFC increased immediately following
each reorientation, implying a transient representation of the expected outcome
following selfinitiated decisions. Upon reaching reward locations and finding no reward
(having made an error), OFC representations of reward decreased locally indicating a
disappontment signal that then switched to represent the unrewardedhcainwould
havebeen rewarded site. These results illustrate that following a decision to act, neural

ensembles in OFC represent reward, and upon the realization of an error, represent the
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reward that could have been. We report that, at reward locations on error trials, when no
reward was present, neural representations of reward in OFC of behaving rats decreased,
indicating a neural correlate of disappointment.

Here, we report that, whdaced with a lack of delivered reward (disappointment)
after making a decision (implying the potential for regret), neural representations in rat
OFC switched from encoding the local, unrewarded site, to encoding tHeaabn
would-havebeenrewarded siterepresenting a neural signal of the counterfactual
necessary for regret. In summary, following a decision to act, neural ensembles in OFC
represent the expectation of reward, potentially guiding future evaluative processes, and

upon the realization of agrror, represent the reward that cehlvebeen.

48



4.2 Methods

4.2.1 Animals

Four Fisher Brown Norway rats aged1P months at the start of behavior were
used in this experiment. Prior to training, rats were handled for two weeks. On the last six
daysof the two week period, normal Teklad pellets were replaced with flavored pellets
within the ratsdé6 home cage. Rats had acces
flavored, or bananflavored, presented in random order during handling. Each flavor was
presented once per day no more than twice during the six day sequence. Rats were
housed on a 12 h light/dark cycle and training/probe trials occurred during the same time
each day. During testing, rats were maintained at roughly 85% of their free feéd. weig
Rats had access to water at all times. All training procedures were in accordance with the
National Institutes of Health guidelines and approved by the Institutional Animal Care

and Use Committee at the University of Minnesota.

4.2.2 Behavior: the Mtiple-T-LRA task

We trained 4 rats on a continuous loop, multiple choice, mazeRapké€4-1).
Reward was delivered under Left (L), Right (R), or Alternation (A) schedulesL(RKA)
30103 The Multiple T maze consisted of a figetBdopology, with a centralavigation
sequencéeading to a higftostchoice point The choicepoint led to two, differenteturn

rails. Each had two feeders (M@&dsociates, St. Albans VT) and potentially provided 2x
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45mg food pellets (Research Diets, New Brunswick, NJ, USA) each. The navigation
sequence consisted of three lowst choice points, at which the rat could turn adoifin

he made a wrong choice. After a choice at the-oimgt choice point at the end of the
navigation sequence, the rat had to continue down the return rails before coming around
for another lap. The left return rail provided banflagored pellets at #nfirst feeder

site, and unflavored (white) pellets at the second fegitksrthe right return rail provided
fruit-flavored pellets at the first feeder and unflavored (white) pellets at the second
feedersite. During training, if a rat tried to run backwas on the navigation sequence or
backwards from the second feeder to the first feeder on one of the return rails or from one
feeder side to the other across the top ra
with a PVC pipe. However, by the redang sessions, rats never turned around and did

not need to be blocked.

The navigation sequence remained constant within a day, but changed from day to
day. Whether reward was provided on a return rail or not depended on the choices made
by the rat. Thre reward contingencies were used: (L) turn left for reward, in which the
left return rail always provided reward and the right did not, (R) turn right for reward, in
which the right return rail always provided reward and the left did not, and (A) alternate
for reward, in which the return rail not previously visited was rewarded. In the alternation

(A) contingency, the first return rail visited was always rewarded on a given day. All
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reward site locations and flavors at each reward site were constantaksessions. On

a correct lap, reward was alwgyesented. On error laps, reward was never presented.

A
Feeder Triggers y | Feeder Triggers
Banana
Start of Maze (S)
~1.6 meters
B C
Banana
Left Loop
Right Loop
® o

Figure4-1 Multiple T 1 LRA Task Behavior.

Rats were placed at the start of the maze (S). Rewardeligered as animals crossed the rewgigber

lines. Reward trigger zones were spatially defined and did not vary from day to day. On any given the day,
if the rat chose correctly, once he passed into the zone, pellets were delivered. Each sidedwat&itsjo f

one flavored, one unflavored. Flavors at reward sites rechaimiestant across all sessitfis

Rats ran one 40 minute session per day. Contingencies were presented in a
pseudorandom order across days. The rat did not receive any cues informing it of the
rewarded contingency. On each day, the rat was placed at the start of the maze and
allowed to rurthrough the navigation sequence and turn left or right at the final choice
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point for reward, but it did not know which contingency it faced. Rats were trained for an
average 24 days on this task before surgery, until they were performing all three
contingencies (L, R, A) reliably.

Following surgery, rats were allowed to recover f@ @ays, during which they
had free access to food and water. Aftdr @ays, rats were returned to the Multiile
LRA task. Recordings commenced when the rats returned tonguamumber of laps
comparable to prsurgery. To acclimate to the additional weight of the tether and
hyperdrive implant before the probe sequence began, the rats were trained for several
more days while tetrodes were advanced to target sites.

Following adaption to the increased running weight and achievement of large
ensemble sizes, rats began the 6 day probe sequence. A probe day entailed a change in
contingency after 18 to 22 minutes. Thus, the rat faced one of the three contingencies
(left, right, oralternation) for approximately 20 minutes, and then faced a new
contingency for the second 20 minutes. Rats were not removed from the maze at the
switch, nor were they signaled as to the switch. During probe sessions, the fourth T was
always aligned to #gnmiddle of the top rail. This ensured that the path length from the
high-cost choice point did not change to either the left retairor the right returmrail.

We ran six probe daygeft/right, right/left, left/alternation right/alternation

alternaion/left, alternation/right Each rat saw all six probe days, but the order of the six

probe days was randomized between rats.
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4.2.3 Surgery

After an initial phase of prgaining and after the rats had reached behavioral
criterion, rats were chronicallynplanted with 14 tetrodbyperdrives (Kopf). Targets
were the ventral OFC, AP +3.5, ML +2.5. Implants were alternated on each rat, such that
two implants were right centered and two were left centered. Surgical procedures were

125

performed as described preusly °. All tetrode locations were histologically verified to

lie in the ventral orbitofrontal corte¥igure4-2).

« R171 Right
R172 Left

* R183 Left

R186 Right

Figure4-2 Histology.
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All recordings were confirmed to be in orbitofrontal cortex. The implantation sites were alternated. All
recordings were in the lateral orbital frontal cortex, which corresponds to more lateral aspects inftbman a
primate neuroanatomy>32¢

4.2.4 Data acquisition

Rats were tracked by an overhead camera system via Neuralynx (camera 1). A
second camera (camera 2) was centered on T4 to increase positional recording accuracy
and to serve as a set spatial window for faght choice point (T4) passes. Data for the
calcuation of orientreorient behavior, defined as VTE, was taken exclusively from the
spatial window defined by the second camera at T4. Before surgery, rats were tracked
from an LED attached to a-imousebuilt backpack; after surgery, rats were tracked from
LEDs built into the headstage attached to the implanted hyperdrive.

Unit recording

Unit and local field potential activity was monitored as the tetrodes were
advanced. Once the tetrodes began to approach approximately 4.2mm in depth, tetrodes
were advanagno more than 80 microns per day to allow the tissue to stabilize. Once
LFP and units were stable, tetrodes were moved to find the largest possible ensembile.

We recorded neural activity on a 64 channel Cheetah recording system
(Neuralynx, Bozeman MT). Seion data were recorded to disk and units were identified
offline using MClust 3.5. Prelusters were formed automatically using Klustakwik.

During recordings the position of the rat was tracked using colored LEDs on the

headstage. The position was tint@sped and recorded in Cheetah by the overhead
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camera and a second camera centered on T4. A total of 712 cells were recorded. Cell
yields were distributed across four rats; R171: 173 cells; R172: 252 cells; R183: 137
cells; R186: 150 cells. Because theorglings were conducted over multiple days it is
difficult to rule out that some cells may have been recorded multiple times. Because
results were consistent across multiple rats, we remain confident that our results are not
due to resampling. Analyses thare overconservative for rsampling also produce

similar results.

4.2.5 Data analysis

Behavior Path Linearization

In order to compare multiple sessions of differing paths, the 2D tracking data was
mapped to the closest point in a 1D paffi>% Each path had 7 landmarks (Start of
Maze, T1T4, both feeders) with a set number of points betwandmarks. The data
between each landmark was assigned to a fixed number of spatial bins. Because T4 was
centered along the top rail on probe sessions, the path length from T4 to the first feeder

on either side was equidistant on all probe sessions.

Behavior:Laps

A lap was defined as a complete loop from the start of the maze to the middle of
the bottom rail prior to the start of maze zone. Lap times were defined as the time elapsed

from when the rat crossed into the navigation sequence, passeghttinedeeder zones
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and finally crossed back into the start of the maze zone. Laps that did not include feeder
passes, either correct or incorrect, were excluded. In practice this only occurred when the
40 minute session ended with the rat between theaftdre maze and T4. On correct

laps, the rat was rewarded by 2x pellets at each feeder. On error laps no reward was

presented.

Behavior: Vicarioudrial and error behaviors (VTE, zIdPhi)

In order to quantify VTE behaviors, we measured the integratpdarvelocity
(zIdPhj through the choicpoint pas$®. A choicepoint (T4) pass was defined by entry
and exit times through the field of view of camera 2.tFite velocity of the animal was
calculated using a modified, discretme adaptive window for velocity estimatioff.

We used the change in the velocity vectdssanddy, to calculate an angle of motion,

and then used the velocity estimatidgoaithm to calculate the momentary change in

angle,dPhi. IntegratingdPhiover the duration of the choice point pass, defined by the

box inFigure4-1, resulted in a measure laPhi which we used to quantify the kehor

on a single lap. ThielPhi scores were normalized byszoring across laps for each

session for each rat. Theszored measure]dPhi, was compared across all animals and
sessions. This measure proved t osedrigurea r1 el i

4-3%! The behavior we observed, previously classified as VTE, was quantitatively

56



defined azIdPh>0.5, during which rats reliably demonstrated visible orienting

reorienting behavior'®3*.

Behavior: Reorientation events

Reorientations were identified at times when the rabpexd an abrupt change
in direction at T4 Figure4-3, black arrowg. These events were clearly visible in the

tracking data.
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Figure4-3 Identifying vicarious trial and error (VTE) events.

The colored boxes refer to the VTE distribution in the bottom left corner as scored by zIDphi. Each pass
through camera 26s field of view is shothefieldaf | i ght
view are highlighted in red. Low zIdPhi passes were the most common and demonstrated little behavior
indicative of zldPhi (Blue squares). High VTE passes were less common however they demonstrated large,
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