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Abstract

The role of the Prefrontal Cortex (PFC) in animal behavior is both com-

plex and subtle. For this dissertation, we reviewed the current state of knowledge

about the role of the rat PFC in regard to behavior and decision-making (Chapter

1). We then described the spatial decision-making tasks and electrophysiological

recording techniques we used to explore the role of PFC in rats(Chapter 2). We

found overlapping populations of PFC neurons that simulatneously encoded mul-

tiple relevant task parameters, including some cases in which mulitple parameters

were encoded by single neurons (Chapter 3). We then described the spatial firing

properties of PFC neurons on these tasks and concluded that although these cells

did not seem to directly represent space per se, there were important differences

in both single-cell and population representations that corresponded to the ani-

mal’s location on spatial tasks (Chapter 4). Finally, using a population decoding

approach that took advantage of the spatially coded information in the cells, we

identified different representational states in the PFC between which the animals

transition during these tasks. These states represented different cognitive strate-

gies the animals were using to solve these tasks, and we demonstrated that the

transitions between these states followed the time at which an animal received

information that would cause him to change his strategy but preceded the actual

change in the animal’s behavior, and could not be accounted for solely on the

basis of changes to either sensory information or motor output (Chapter 5).

v



Contents

Acknowledgements i

Dedication iv

Abstract v

List of Figures viii

1 Introduction 1

1.1 The Prefrontal Cortex . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Functional Roles of the PFC . . . . . . . . . . . . . . . . . 4

1.1.2 Anatomy of the PFC . . . . . . . . . . . . . . . . . . . . . 7

1.2 Behavioral tasks in Rodent PFC . . . . . . . . . . . . . . . . . . . 11

1.2.1 Spatial Firing Properties of rat PFC . . . . . . . . . . . . 11

1.2.2 Encoding of multiple task parameters in rat PFC . . . . . 14

1.2.3 Strategic encoding in the rat PFC . . . . . . . . . . . . . . 18

1.2.4 The Euston-Cowen Hassle . . . . . . . . . . . . . . . . . . 24

2 Tasks and Recording Methods 28

2.1 Experimental Recording Techniques . . . . . . . . . . . . . . . . . 29

2.2 The Multiple-T LRA task . . . . . . . . . . . . . . . . . . . . . . 35

2.3 The delay discounting task . . . . . . . . . . . . . . . . . . . . . . 38

2.4 The multi-track task . . . . . . . . . . . . . . . . . . . . . . . . . 42

vi



3 Simultaneous representation of multiple task-relevant parameters

in PFC 45

3.1 Parameters of the MT-LRA task . . . . . . . . . . . . . . . . . . 46

3.1.1 Behavioral strategy encoding in PFC . . . . . . . . . . . . 46

3.1.2 Navigational decision encoding in PFC . . . . . . . . . . . 50

3.1.3 Error encoding in PFC . . . . . . . . . . . . . . . . . . . . 52

3.1.4 Overlapping populations of task representation in PFC . . 52

3.2 Feeder Fire and Reward Responses in PFC . . . . . . . . . . . . . 55

3.3 Consistency of cells across days in PFC . . . . . . . . . . . . . . . 58

3.4 Mixed selectivity in rodent PFC . . . . . . . . . . . . . . . . . . . 60

4 Spatial Representations in Rodent PFC 65

4.1 The significance of spatial firing in PFC . . . . . . . . . . . . . . 66

4.2 The importance of spatial aspects of firing in PFC . . . . . . . . . 72

5 Strategic Representations in Rodent PFC 80

5.1 A method for detecting strategy transitions on the MT-LRA task 81

5.2 Strategy changes without behavioral change . . . . . . . . . . . . 87

5.3 Strategic Representations on the DD task . . . . . . . . . . . . . 91

5.4 Wrestling with the Euston-Cowen Hassle . . . . . . . . . . . . . . 97

5.5 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . 101

vii



List of Figures

2.1 Sugical Implantation Techniques. A) The first surgical technique

used a tilted single bundle drive targeted at the PL at an angle

to avoid the midline sagittal sinus. Histology shows tetrode tracks

from this technique. B) The second surgical technique used a dual

bundle drive targeted bilaterally around the mid-sagittal sinus. His-

tology shows final tetrode positions from this technique. Figures

modified from (Paxinos and Watson, 1996) . . . . . . . . . . . . . 32

2.2 The MT-LRA task. (A) The task consists of a central track con-

taining three low-cost T-choices, a high-cost T-choice at the top of

the central track, and two return-rails on which reward was deliv-

ered under either leftward, rightward, or alternating contingencies.

The first reward site on the left side provided banana-flavored food

pellets, while the first reward site on the right side provided fruit-

flavored food pellets. The second reward site on both sides provided

unflavored (white) food pellets. (B) Reward was only delivered if

the animal made the correct choice under the active contingency.

(C) For analysis, the maze was divided into six sections (start of

maze [SoM], navigation sequence [NS], choice point [CP], top rails

[Top], feeder sites [Fed], and bottom rails [Bot]). Reproduced with

permission from Powell and Redish (2014) . . . . . . . . . . . . . 37

viii



2.3 (A) Average percent of correct laps over all switch sessions aligned

to start of the session. Blue line indicates chance rate of responding.

Because the first lap of the alternating contingency was always

rewarded, chance is 66% on the first lap, but 50% after that. Rats

started at chance and quickly learned to make correct choices. (B)

Percent of correct laps aligned to the switch. On the switch lap, rat

percent-correct dropped to the expected level given no knowledge of

the oncoming switch, but then rose back up to above-chance levels.

Blue line indicates chance level of behavior, green line indicates

perseveration level. Reproduced with permission from Powell and

Redish (2014) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4 The DD task. (A) The task consists of a central choice point and

left and right reward locations, one of which provides a large re-

ward after a delay while the other provides a small reward imme-

diately (B) For analysis, the maze was divided into six sections

(start of maze [SoM], central stem [Stem], choice point [CP], Delay

Zone[DZ], feeder sites [FF], and return rails [RR]). C) Animals typ-

ically displayed three behavioral phases on this task, Expolration,

Titration, and Alternation, shown here for a typical session. . . . 41

2.5 The Multi-Track Task. A-D Examples of different task and track

conditions presented to the animal on any given day. Four examples

are shown, a full set of contingent examples includes HP track and

small Track, DD task and LRA task, and delay left or delay right

for DD or Left, Right, or Alternate strategies for LRA. . . . . . . 44

ix



3.1 (A) Examples of cells with strong changes in firing rate on laps be-

fore and after the switch. Red bars indicate laps before the switch,

blue bars laps after the switch. Red and blue circles represent av-

erage firing rates over both types of laps. (B) zafter(before) and

zbefore(after) comparisons. Bars indicate overall distribution, with

red bars indicating cells found to have a significant firing differ-

ence by KS test. Black line indicates expected distribution from

ID shuffle. Reproduced with permission from Powell and Redish

(2014) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 (A) Examples of cells with strong changes in firing rate on laps to

the left vs. to the right of the track. Red bars indicate laps run to

the right, blue bars laps run to the left. Red and blue circles repre-

sent average firing rates over both types of laps. (B) zright(left) and

zleft(right) comparisons. Bars indicate overall distribution, with red

bars indicating cells found to have a significant firing difference by

KS test. Black line indicates expected distribution from ID shuffle.

Reproduced with permission from Powell and Redish (2014) . . . 51

3.3 (A) Examples of cells with strong changes in firing rate on correct

laps vs. laps on which the animal made an error. Red bars indicate

error laps, blue bars correct laps. Red and blue circles represent

average firing rates over both types of laps. (B) zerror(correct) com-

parison. Because there were too few error laps, we only calculated

zError(Correct). Bars indicate overall distribution, with red bars

indicating cells found to have a significant firing difference by KS

test. Black line indicates expected distribution from ID shuffle.

Reproduced with permission from Powell and Redish (2014) . . . 53

x



3.4 Distributions of multiple responses. (A) The actual distribution

of cells responding to the three key binary factors and the overlap

of cells that represent multiple factors. (B) Expected distribution

overlap if the factors combined independently (i.e. 163/330 = 49%

before/after switch responding, 118/330 = 36% correct/error re-

sponding, 98/330 = 30% left/right responding). Reproduced with

permission from Powell and Redish (2014) . . . . . . . . . . . . . 55

3.5 Prelimbic cells show reward responses. Three example cells are

shown in (A), (B), and (C). For each example, (top) Raster plot

of cell firing by lap aligned to feeder fire time for all four feeder

locations (Left Feeders 1 and 2, Right Feeders 1 and 2). (bottom)

Peri-Event Time Histograms (PETH) aligned to feeder fire for all

feeder locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.6 Examples cells with matched waveforms across all six days. For

each cell we show: (Top Left) comparison of waveforms across all

6 days; (Top Right) PETH plots of the average firing rate for each

day at all four feeder locations; (Middle) Spatial tuning curves over

the maze for all six days; (Bottom) 7x7 grid of cell firing. The

7x7 grids divide firing rate of the cell into bins dictated by maze

location on the x-axis (using the seven maze locations identified

in Figure 2.2) and strategic firing on the y-axis (overall firing rate

(FR), firing rate on correct laps (C), firing rate on error laps (E),

firing rate on laps to the left (L), firing rate on laps to the right

(R), firing rate on laps before the switch (B), and firing rate on

laps after the switch (A)). Partially reproduced with permission

from Powell and Redish (2014) . . . . . . . . . . . . . . . . . . . . 59

xi



3.7 Histogram of across-day correlations. (A) Histogram of the correla-

tion coefficient of all pairs of the 7x7 grids of FR seen in Figure 3.6

for all pairs of cells not identified as being the same cell recorded

across multiple days (Non-Matched). (B) The same histogram as

in part (A) but for all pairs identified as being the same cell on con-

secutive days (Matched). Reproduced with permission from Powell

and Redish (2014) . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.8 JAGS Mixed Selectivity Model Fit Examples. Examples of the fit

parameter distributions for three neurons fit to the linear and non-

linear mixed selective models motified from Rigotti et al. (2013).

Cell one is better described by the nonlinear model and displays

only plausibly non-zero coefficients for the cross terms. Cell two

displays only plausibly non-zero coefficients for the linear terms,

and is better fit by the linear model, and cell 25 displays plausibly

non-zero coefficients for both linear and nonlinear terms, and is

better described by the nonlinear model. . . . . . . . . . . . . . . 64

xii



4.1 Prelimbic cells show non-uniform spatial firing. (A) Typical spatial

tuning curves of prelimbic cells. Note the large firing response fields,

typically covering a broad region of the maze and usually present

on both left and right sides of the track. Color bars indicate firing

rate in Hz. (B) Typical spatial tuning curves of hippocampal cells

from the same task. Note the smaller firing response fields, more

typical of hippocampal place cells. Color bars indicate firing rate

in Hz. (C) Decoding confusion matrix generated from prelimbic

cell firing, from 100 random assignments of laps to training and

test sets averaged together, then averaged over all rats, all sessions,

and left and right laps. Color bar indicates decoded probability

at each location. (D) Decoding confusion matrix generated from

hippocampal cell firing, from 100 random assignments of laps to

training and test sets averaged together, then averaged over all rats,

all sessions, and left and right laps. Color bar indicates decoded

probability at each location. Reproduced with permission from

Powell and Redish (2014) . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Spatial firing patterns are conserved across days different sized

tracks and tasks. Tuning curves across all 12 days of the multi-

track task are shown for three different example cells, divided up

by which maze and which task was being run on each day. Firing

rate scales are the same across days for each cell, but differ between

examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3 Parametric firing depends on maze location. Colors represent the

number of cells with significantly different firing rates for each re-

gion of the MT track for each behaviorl parameter (Before vs. After

the switch, Corrct vs. Error laps, and laps to the Left vs. Right side

of the track. Maze and sections are depicted below for convenience. 75

xiii



4.4 Parameters encoded on the DD task depend on maze location. Fir-

ing rate differences for each side of the maze are shown for four

example cells recorded across multiple days on the DD task for

each section of the maze. Z-scored firing rates for each day are rep-

resented by different markers. Marker internal color (red vs. black)

represents delay side vs. non-delay side firing, marker external color

(magenta vs. cyan) represents left vs. right side firing. All firing

rates have been z-scored against all laps of that session. Arrows in-

dicate sections of the maze with different consistent represntations

than the rest of the maze for that cell. . . . . . . . . . . . . . . . 77

5.1 PFC Population Firing Representations. (A) Spatial Firing rate

population representations for two sample laps from a single session.

Note the differences between cell firing between laps. (B) A sample

correlation plot on fake data demonstrating what gradual change

in population representation over the course of a session would look

like. (C) Another correlation plot on fake data demonstrating what

a sudden change in population representation would look like. . . 83

xiv



5.2 An example of the generation of the transition probabilities from a

single MT-LRA session. (A) The lap-lap correlation of the spatial

population firing vectors for one session, with the switch lap marked

(black line). (B) The average lap-lap correlation of the spatial

population firing vectors over all sessions aligned to the switch lap

for each session (C) The animal’s behavior on the same session.

Red dots = error laps, black dots = correct laps before switch,

blue dots = correct laps after switch. (D) An example k-means

fit for the session with three clusters. Transitions between groups

of clusters are indicated (black lines). (E) Example of the Change

Point Algorithm on the k-means data. Change points are identified

as the largest deviations of the slope of the cumulative sum from

the average slope. (F) Sample Histogram of all detected k-means

change points for 100 iterations with k = 3 clusters. . . . . . . . . 85

5.3 Transition scores for all MT sessions (A) A 21 lap window of aver-

aged transition scores over all MT sessions aligned to the switch lap

for each session (error bars SEM) (B) A 21 lap window of transition

probabilities aligned to the lap of greatest behavior change for all

MT sessions (error bars SEM). . . . . . . . . . . . . . . . . . . . . 86

5.4 Transition scores for all MT sessions from only single sides of the

track (A) A 21 lap window of averaged transition scores aligned

to the switch lap for each session (error bars SEM) (B) A 21 lap

window of transition probabilities aligned to the lap of greatest

behavior change (error bars SEM). . . . . . . . . . . . . . . . . . 89

xv



5.5 Transition scores for all MT sessions from session start (A) Average

transition scores of all sessions aligned to laps 5-30 (error bars SEM)

(B) Lap by lap correlation matrix of population firing averaged over

all sessions, aligned to start of session. (C) Lap by lap correlation

matrix of population firing, averaged over all sessions, aligned to

lap of highest transition score in the first 15 laps of each session.

(D) Correlation plots for the spatial- population firing vector for all

cells recorded consistently across several days for two rats (4 cells

across six days for Rat 2 and 5 cells across five days for Rat 3).

Magenta lines indicate the begining and end of individual sessions,

and black lines indicate the switch in each session. Arrows indicate

areas of heightened self-correlation at the begining of each session. 92

5.6 Finding Behavioral Changes on the DD task. (A) The track utlized

in the DD task, for reference (B) Animals take four distinct paths on

the DD task, which will help us answer the Euston-Cowen Hassle.

Left to Right (LR), Right to Left (RL), Left to Left (LL), and

Right to Right (RR). (C) Animal’s behavior on a typical DD session

plotted by delay value (for the delayed side) vs. lap number. A

clear behavioral transition occurs between laps 41 and 45. (D)

Calculating the behavioral change point (indicated by the red star)

from the maximum deviation from the average slope on a plot of

the cumulative sum of visits to the delayed side of the track. (E)

The behavioral change point found in (D) matches the animal’s

behavioral transition seen in (C). . . . . . . . . . . . . . . . . . . 94

xvi



5.7 An example of the generation of the transition probabilities from a

single DD session. (A) The lap-lap correlation of the spatial pop-

ulation firing vectors for one session, with the detected behavioral

change lap marked (dotted line). (B) The animal’s behavior on the

same session, delay value vs. time. Red dot indicates Behavioral

change lap. (C) An example K-means fit for the session with three

clusters. Transitions between groups of clusters are indicated (black

lines). (D) Example of the change point algorithm on the K-means

data. Change points are identified as the largest deviations of the

slope of the cumulative sum from the average slope. F) Sample

Histogram of all detected k-means change points for 100 iterations

with k = 3 clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.8 Transition probabilites for all DD sessions. A 21 lap window of

transition probabilities for all DD sessions aligned to the behavior

change lap for each session (error bars: SEM) . . . . . . . . . . . 96

5.9 Population Firing Correlations are not due to trajectory similarity.

(A) Lap by lap population firing vector correlations for a sample

session, as in Figure 5.7. Note here, black lines are drawn for

illustration purposes to illustrate the different states present in the

population firing, and reproduced on all plots. (B) The lap by lap

trajectory correlation plot for the animal’s running on the task.

(C) The delay value of the delayed side by lap for this session.

Note the black lines mark the same laps as in other panels, and

were determined from cellular firing, NOT behavior. (D) The data

plotted in (A) broken down by lap type to show correlations only

among laps run to and from the same locations on the track. . . . 99

xvii



5.10 Transition probabilites for all DD sessions, for laps with the same

trajectory type. A 21 lap window of transition probabilities for all

DD sessions, calculated for a collection of only LR laps and only

RL laps and averaged together, aligned to the behavior change lap

for each session (error bars: SEM) . . . . . . . . . . . . . . . . . . 100

xviii



Chapter 1

Introduction

On September 13th, 1848 near the town of Cavendish, Vermont, a railway worker

named Phineas Gage suffered a horrific accident. While he was engaged in tamp-

ing down explosive for a blasting hole, his tamping rod accidentally sparked an

explosion that sent the rod flying back out of the hole and through his skull. The

rod, which was 1 1/4 inches in diameter and 3 feet 7 inches long, passed entirely

through his skull from the top of his left jaw, behind his left eye, through the

front of his cranium, and out though the top of his head, eventually landing 20

to 25 meters away(Macmillan, 2002). Such an accident would not be remarkable

except that Gage survived the blast, not even losing consciousness according to

his own report, and made his way with some assistance back to his house (re-

portedly claiming as he left the job site that he would be back at work the next

day). He would not make good on that claim, but he did reach his apartment

with minimal assistance and was able to climb the stairs up to his room, where

he was treated by Dr. John Martyn Harlow (with assistance from Dr. Edward

Higginson Williams). Despite extensive damage to his brain, he was awake and

lucid throughout the entire ordeal.

Early newspaper reports of the Gage incident did not stress that anything

astounding had occurred, because although it was remarkable that he was men-

tally coherent following severe brain trauma, he was not expected to survive the

1
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expected infection and illness. However, Gage did survive and recover, which

made his case truly extraordinary. Even to this day there are few incidents of

such traumatic brain injury with positive outcomes(Macmillan, 2002). However,

the full significance of the Gage case at the time (and to this day) for the fields

of psychology and neuroscience involves the subsequent reports of changes to his

personality and behavioral patterns. Reports vary, but many mention a man who

had been described as a “smart worker” who was “a great favorite with his men”

who following the incident had trouble holding a job for long periods of time. He

was often also described as a man with “temperate habits” who “was quiet and

respectful” but after the accident became “gross, profane, coarse, and vulgar.”

Many of the descriptions of his behavior after the accident refer to him as being

childlike, always following his impulsive desires, and having a greater fondness for

drinking. In particular, he seemed to fail in social situations, behaving according

to some friends “like an idiot”. A. R. Damasio in a 1994 study describes him as

having lost “respect for social conventions”, as well his “neural basis for moral

sense” (Damasio, 1994). All of these decriptions paint the picture of a man much

changed as a result of his accident. However, equally fascinating to consider are

the mental faculties he retained. He was not killed outright. He did not lose any

of his powers of speech. He did not report significant difficulties with memory.

While he seems to have lost some of the skills that made him a valuable worker

(particularly his organizational skills), he seems to have suffered no gross motor

deficits, nor is there any mention of his having lost particular motor skills he had

before the accident. Nor is there any record of his senses being diminished in any

significant way other than the loss of his left eye. In comparison to many similarly

traumatic brain injuries, the particular blend of effects suffered by Phineas Gage

is fascinating.

However, the Gage case is as fascinating as a tale of survival as it is frustrating

as an actual scientific case study. So few details are known about the extent of

the damage to Gage’s prefrontal cortex that it remains difficult to conclude much

about the functions of that structure as a result. It is possible that all the changes
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later attributed to Gage were unrelated to the destruction of a significant amount

of brain tissue he suffered. It is also possible that subsequent infection and inflam-

mation caused further damage in his brain beyond what could even be assumed as

a result of the accident, and that these unknown changes were responsible for any

personality changes. Furthermore, there is debate about the extent of the change

in Gage’s personality because not much was recorded about the man in detail

either before or after his incident, and the veracity of the reports that have been

made has been called into question(Macmillan, 2002). However, the Gage case

contained two strong indications about the role of frontal cortex that would shape

many future inquiries into this structure: 1. It is not strictly necessary to sustain

life, or even relatively complex human behavior (no one subsequently described

Gage as sub-human) 2. Nevertheless, the PFC does seem implicated in some of

the more complex aspects of behavior. Prior to his injury Gage was described

as a smart worker, capable of being a foreman, supervising other workers, and

organizing complex projects. After his accident, these aspects of his personality

seemed to change, leaving him “no longer Gage”. These basic early conclusions

are consistent with what is currently known about the function of the PFC.

1.1 The Prefrontal Cortex

In primates, the prefrontal cortex (PFC) sits on the anterior pole of the frontal

cortical lobe, from which it derives the name pre-frontal. Though this name does

not fit its location in some other species (of particular concern will be the rodent)

the PFC itself is most closely associated with primates and in particular humans,

in which it achieves its greatest size relative to the other cortical areas. All cor-

tex located in front of the central sulcus is generally described as “action cortex”

(Fuster, 2008) and PFC is no exception. Its function is generally described as

managing higher order aspects of behavioral control, commonly called cognitive

control. However, the PFC also receives extensive sensory information, which is

critical to its role in identifying the current state of the world and selecting the
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most appropriate behavioral response to that state. There is a parallel devel-

opment of the complexity of behaviors displayed among mammalian species and

the development of their prefrontal cortex, both of which reach their apex in the

human. However, we believe aspects of the cognitive control inherent in this area

are present, and may be effectively studied, in simpler species, specifically the rat.

1.1.1 Functional Roles of the PFC

The functional role of the prefrontal cortex is difficult to describe precisely because

of the complexity and high level of its operation. Indeed, as with Phineas Gage

many people and animals who have suffered prefrontal lesions appear to function

normally on a large variety of every day tasks and only begin to demonstrate

impairment in complex behaviors and situations. In addition, the functions of

PFC tend to involve the interaction of a broad number of other cortical areas,

making the attribution of fault throughout the system difficult. Nevertheless,

many of the functions can be rather well characterized, and we will attempt to

provide an overview of these functions below.

Joaquin Fuster described the PFC as necessary for “any series of purposive ac-

tions that deviated from rehearsed automatic routine or instinctual order” (Fuster,

2008, page 3). It is generally agreed that other cortical and subcortical areas are

sufficient to allow instinctual actions and even well rehearsed automatic routines,

but as action plans become more complicated and require greater planning the

PFC becomes necessary. Planning may in fact be a critical concept, as the PFC

tends to be extensively involved in situations that require the execution of many

actions in order to achieve some goal of the animal, particularly when those ac-

tions need to be executed in a particular series (or specifically with a particular

delay in time involved). In addition, Prefrontal cortex is commonly associated

with the concept of executive attention, which itself consists of three specific as-

pects, working memory, preparatory set, and inhibitory interference control, all

of which are to various degrees inter-connected.(Fuster, 2008)
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Working memory refers to active mental representations necessary for some

purpose in the immediate future. These representations could be of stimuli or

patterns that are being held over a delay period (the classic case of working mem-

ory), specific anticipated stimuli or patterns that are expected and would release

certain subsequent actions, or even motor action patterns themselves that are

ready to be activated. This type of memory is very similar to the psychologi-

cal concept of short term memory, itself often called working memory, which is

thought of as a register of concepts currently under consideration and is classically

thought to have a span of 7-9 items. Working memory in this sense, however, is

distinct from the concept of short term memory in which items are stored before

they are consolidated into long term memory, and may or may not be related

to that process. In fact, it is quite likely that working memory representations

are commonly extracted from long term memory representations elsewhere in cor-

tex(Fuster and Alexander, 1973; Alexander and Fuster, 1973; Nishino et al., 1984).

Working memory is often associated with PFC because various electrophysiologi-

cal recording studies have found persistent signals in PFC that maintain firing over

a delay period in various tasks requiring the preservation of a memory over that

period of time (Fuster et al., 1971, 1982; Kojima and Goldman-Rakic, 1982; Fu-

nahashi et al., 1989). Additionally, inactivation studies demonstrate that animals

with PFC lesions have difficulty with delay tasks despite being able to preform

the same matching operations without a delay imposed (Jacobsen, 1935; Jacob-

sen and Nissen, 1937; Fuster and Bauer, 1974; Bauer and Fuster, 1976). In this

way, working memory is related to the two more common aspects of PFC func-

tion, timing (memory traces are maintained over time) and goal directed behavior

(memory traces are generally maintained in order to achieve some goal, or in some

cases the goal itself is maintained over time).

The concept of preparatory set refers to a kind of anticipatory readiness in

the motor system to execute some set of actions. An animal might have been

trained to repeat some specific action on the appearance of a specific cue, for

example making a saccade to the lower left side of the screen, running to the side
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of the track above which a light appears, or throwing to a wide receiver running a

stop and go route if the deep safety bites on the run fake. Note however that the

preparatory set might not include just a single action and stimulus pair but rather

a set of several actions to accomplish depending on the specific stimuli witnessed.

Preparatory set is rightly thought of as a state of readiness to execute a specific

action plan in response to a specific stimulus, and in this way it is similar to a

working memory trace for a future action. Preparatory set is also similar to the

concept of habitual behavior, and the precise difference between the two is difficult

to determine as neither concept is always rigorously defined or used in precisely

the same fashion (Gibson, 1941). However, in general a set could be established

to prevent a habitual action in a certain case, for example suppressing the general

tendency to turn left in response to a blue light in the case that a red light is

also illuminated. In this way sets can be examples of more flexible behaviors than

habits, but may also be thought of as habits that have not yet been sufficiently

learned. The concept is also critical to the concept of set shifting, as in the case

of classic tasks such as the Wisconsin card sorting task, in which a given set of

rules or outcomes is suddenly changed and the subject must learn to change their

behavior as a result. PFC has been shown to be involved in these sorts of set-shifts

in many species (Dias et al., 1997; Rushworth et al., 2002; Vanderhasselt et al.,

2006) including rats (Dalley et al., 2004).

Inhibitory interference control generally refers to the process of suppressing or

inhibiting unnecessary actions or reactions. Inhibitory control is often necessary

to suppress some actions that may be immediately tempting in order to be able

to execute some longer term goal. For example, foregoing a smaller reward offered

immediately in order to achieve a larger reward later on, not flinching from the

path of an oncoming linebacker in order to complete a pass downfield to an open

receiver (achieving a greater gain than simply “not getting hit), or suppressing

the desire to go for a bike ride in favor of completing a chapter of one’s disserta-

tion. Inhibitory interference control is generally thought of in terms of suppressing

actions (in many cases actions that could otherwise be termed habitual), but it
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could also be manifest as a decreased awareness of or attention to stimuli that are

not the necessary cues in a given environment. Inhibitory control is commonly

indicated in general lesion studies of PFC that often produce hyperactivity in ani-

mals (Jacobsen, 1931; Richter and Hines, 1938) , and also in some direct evidence

that inactivation of PFC leads to decreased suppression of responses to nogo cues

(Allen, 1940; Sakurai and Sugimoto, 1985a).

It is important to keep in mind that though these general concepts are all

related to prefrontal function and are useful in characterizing the importance of

the region, they remain rather unspecific. For example, the three described above

can all be interrelated in ways that makes distinguishing between them difficult.

A preparatory set, or example, may be thought of as a motor working memory.

And a key component of a specific preparatory set may be simply to inhibit the

performance of an action that would commonly be carried out. Also, successfully

holding a particular pattern in working memory may be a case of suppressing (or

inhibiting) further patterns from intruding, which underscores why all of these

concepts are thought of as components of executive function. While the concepts

are useful, in order to form a more mechanistic view of the role of PFC, we may

need to turn to more specifics. We will begin with identifying the anatomical

connections that define this area, then turn to specific experimental results that

concern the topic of this dissertation.

1.1.2 Anatomy of the PFC

The simplest definition of prefrontal cortex is all areas that receive projections

from the mediodorsal nucleus of the thalamus (Rose and Woolsey, 1948, 1949;

von Monakow, 1895). This definition has the advantages of being precise and ap-

plicable to all mammalian brains (rodents included (Uylings and van Eden, 1990;

Preuss, 1995)), but it also underscores the difficulty of identifying the primary

locus and function of this area, as the projections from this nucleus are somewhat

widespread. In primates (including humans), the overall prefrontal area can be
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divided into three general regions, the medial, lateral, and orbital aspects of PFC,

on both anatomical and functional grounds. Functionally speaking, the orbital

region has been implicated in reward responses, motivational effects, and inhi-

bition of internal or external factors that distract from goal oriented behaviors

(Brutkowski and Dabrowska, 1963; Iversen and Mishkin, 1970; Klüver and Bucy,

1939). Lesions to this region in monkeys tend to produce decreased aggressivenes

(Butter et al., 1970; Kling and Steklis, 1976; Peters and Ploog, 1976). The medial

prefrontal cortex is linked to similar factors, perhaps with an increased role in

emotional control, as lesions here are consistent with disinhibition of aggression

and hunger(Brutkowski, 1965; Butter et al., 1970). Additionally, many lesions

produce hyperactivity(Jacobsen, 1931) that may be more accurately be termed

a hyper-reactivity as animals respond to all stimuli and show deficits in atten-

tion(Klüver, 1933; Konorski and Lawicka, 1964). The lateral prefrontal cortex is

commonly associated with cognitive tasks and working memory. Lesions in this

region cause animals to show great difficulty with delay tasks along with most

behaviors that require execution of multiple actions related by temporally separa-

ble events(Jacobsen, 1935; Jacobsen and Nissen, 1937; Spaet and Harlow, 1943).

Additionally, animals with dorso-lateral PFC lesions often display increased ag-

gressiveness and muted emotional responses(Brody and Rosvold, 1952). Because

of its association with cognitive aspects of behavior and temporal scheduling, we

are most interested in the rodent analog of the lateral PFC. This region in the

primate is also marked cytoarchitectonically by the presence of a granular layer

IV, which is minimal or absent in the orbital and medial regions. The gross

anatomical markers that separate these three regions (the presylvian fissure in

most carnivores for example) are not present in the rodent, and thus of no use

for identifying either the extent of the prefrontal cortex or the specific divisions

between areas, so we must rely on primarily homologous connections to identify

rodent PFC.

In the rodent, the mediodorsal thalamic nucleus projects primarily to two ar-

eas, a medial area in the upper edge and medial surface of the hemisphere (which
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we will refer to as mPFC), and an inferolateral area in the lower lateral aspect of

the hemisphere (which we will generally refer to as OFC)(Zilles, 1985). In rodents,

contrary to the name, the mPFC generally seems more analogous to the primate

lateral PFC, as it receives its input from the lateral (parvocellular) mediodorsal

nucleus of the thalamus, while the OFC receives input from the medial (magno-

cellular) mediodorsal nucleus. The homology from mPFC to lateral prefrontal

areas in the primate remains controversial for several reasons, primarily that all

regions of the rodent PFC lack an identifiable layer IV, a feature shared by the

primate medial and orbital aspects but not the lateral aspect. However, Uylings

et al. (2003) point out that cytoarchitectonic differences across species are not

uncommon, citing the believed homology of the motor cortex of the rat (which is

granular) to the motor cortex of the primate (which is agranular in adults). For

these reasons they believe that the correct homologies between primate PFC and

rodent PFC need to be considered primarily on the basis of similar connections

between various brain regions, similar functional properties, and similar distribu-

tions of neurotransmitters and receptors, and only secondarily on developmental

and cytoarchitectonic cues. Thus we will now consider the connections and func-

tions of the various rodent prefrontal regions.

The rodent mPFC is typically divided into three or four regions. The inclu-

sion of the most dorsal of these regions as PFC proper remains controversial, as

does the name of the region itself: it is alternately known as the frontal corti-

cal area 2 (Fr2, (Zilles, 1985)), medial Precentral Area (PrCm, (Uylings et al.,

2003)), medial agranular area (AGm, (Donoghue and Wise, 1982; Vertes, 2004)),

or secondary motor area (abbreviated as both M2, (Paxinos and Watson, 1998),

or MOs, (Swanson, 1992)). Previously this area was believed to be more similar to

a pre-motor area due to assertions by Preuss (1995) and Condé et al. (1995) that

it receives most of its thalamic input from the intralaminar, ventrolateral, and

ventromedial nuclei rather than the mediodoral nucleus. However more modern

opinions (Uylings et al., 2003; Hoover and Vertes, 2007) view Fr2 as part of the

PFC proper. We include it in this overview of the region, though our experiments
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made no recordings from this area, so less attention is paid to it than the other

regions. From dorsal to ventral the four regions of the rodent mPFC are frontal

cortical area 2 (Fr2), the (dorsal) anterior cingulate cortex (ACC), the prelimbic

cortex (PL), and the infralimbic cortex (IL). Due to the evidence given above,

these regions are the most likely candidates to replicate the functional role of the

primate lateral PFC, particularly the PL and ACC regions. As with prefrontal

areas in all species, the regions of rat mPFC have diffuse projections to and from

many cortical and sub-cortical regions. However, the afferent connections to the

more dorsal areas (Fr2 and ACC) tend to include more input from the sensory

cortices as well as sensory thalamic areas as opposed to the more ventral areas (PL

and IL) which receive more input from limbic cortical and thalamic regions. The

IL in particular receives most of its input from limbic and affective regions. Addi-

tionally, the IL seems to be the region of rodent mPFC least interconnected with

the other prefrontal regions (Hoover and Vertes, 2007). These differential con-

nections establish a gradient across the dorsal-ventral axis of mPFC from strong

sensory connections in the Fr2 and dorsal ACC, through to more cognitive-like

processing in the ventral ACC and PL, to eventually more affective and visceral

control in the IL. Based on these connections, PL (along with the ventral aspects

of ACC and perhaps the dorsal aspects of IL) is now thought to be the region best

poised for cognitive processing in the rodent prefrontal cortex, and the most likely

analog to lateral PFC in the primate(Vertes, 2006; Hoover and Vertes, 2007).

Functional studies of rodent PFC also support these homologies. PL lesions

in rats have produced deficits in delayed response tasks (Brito and Brito, 1990;

Seamans et al., 1995; Floresco et al., 1997) similar to those seen in lateral PFC of

primates (Kolb, 1984; Goldman-Rakic, 1994). Additionally, PL has been impli-

cated in many recent cognitive studies, particularly of the cognitive or strategic

aspects of tasks (Rich and Shapiro, 2009; Jones and Wilson, 2005; Benchenane

et al., 2010), as has the ACC (Durstewitz et al., 2010; Ma et al., 2014). Mean-

while, IL has been associated with fear processing (Quirk et al., 2000, 2006; Quirk
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and Beer, 2006) and visceral control (Neafsey et al., 1986; Terreberry and Neaf-

sey, 1983; Hardy and Holmes, 1988). Some studies also support the role of Fr2

as a sensory integration and motor planning region(Corwin et al., 1986). As a re-

sult of this evidence, we will concern ourselves primarily with the PL, with some

recordings from the IL as well.

1.2 Behavioral tasks in Rodent PFC

From the earliest days, recording from rodent prefrontal cortex has been a reward-

ing but frustrating experience. Cells in rat prefrontal cortex vary their firing to

a large number of circumstances, in ways that often seem suggestive of random

variation (see Chapter 3). This complexity is not surprising given the general

role of PFC as an area that coordinates behavioral outputs (motor responses), in

response to changing stimuli (sensory inputs), using higher cognitive processing

(neither directly sensory nor motor) to recognize latent variables and plan for

future actions. Given the diverse sets of inputs, outputs, and functions of the

region, we could expect to see cells responding to all of these different parameters,

and that is what has been found. A common adage among PFC electrophys-

iologists is “if its present in the task, there’s a cell in PFC that codes for it.”

Adding to the difficulty is the manner in which many variables are encoded. De-

spite early hopes that firing patterns as clear as those found in hippocampal place

cells (which are themselves deceptively complicated (Redish, 1999; Eichenbaum,

2000; Eichenbaum and Cohen, 2014)) would be discovered in prefrontal cortex, it

appears that single cell firing properties have remained perplexing. From these

studies, however, several promising areas of research have emerged.

1.2.1 Spatial Firing Properties of rat PFC

The earliest electrophysiological studies in rat prefrontal cortex began appearing

in the early 1980s (Sakurai and Hirano, 1983; Sakurai and Sugimoto, 1985b, 1986),
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but major recording work in this region didn’t take off until the late 1990s. This

second wave of recording in PFC, informed by the successful work on place cells

in the hippocampus (O’Keefe, 1976) and connections from CA1 hippocampus to

the rodent prefrontal cortex (primarily prelimbic and infralimbic regions), con-

centrated heavily on identifying spatial firing correlates in rodent PFC. Poucet

(1997) specifically designed his experiment to search for prefrontal spatial firing

correlates. He recorded from prefrontal cortex on rats as they were performing a

foraging task in a large (76 cm diameter) open field cylinder, hoping to find spatial

correlates to cell firing on this task similar to those found in HPC. However, a large

percentage of cells showed no consistent spatial firing patterns (very commonly

firing all across the cylinder). Of the cells that did demonstrate some spatial fir-

ing, comparison of these cells across multiple sessions failed to reproduce similar

firing patterns, prompting the author to check to see if spatial firing patterns in

cells could be better explained by behavioral firing correlates that happened in

specific locations on some sessions. Indeed, when behavioral firing properties were

considered, these accounted for all spatial information. The author concluded that

no spatial information was encoded by PFC neurons.

However, the very next year, work by Min Jung in Bruce McNaughton and

Carol Barnes’s lab further complicated the story(Jung et al., 1998). Jung et. al.

also set out to consider firing properties in PFC, with an emphasis on spatial

firing properties. They recorded activity from PFC while rats navigated an 8-

arm radial maze, a figure-8 task, and a square box (it is worth noting that while

the Poucet’s recordings were only from PL and IL(Poucet, 1997), Jung et al.

recorded from virtually the whole rodent mPFC, though no comparisons were

made between regions). On the tasks with limited tracks (the radial and figure-8

maze) they found cells with localized and specific spatial firing patterns. However,

these patterns still tended to be rather larger than what would be expected from

hippocampal place cells and often were repeated consistently across the track,

for example firing at the same location on each arm of the radial arm maze.

While these patterns were certainly more indicative of spatial firing patterns than
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those seen by Poucet in the open field, the authors proposed that perhaps the

firing represented not spatial information per se, but simply consistent cognitive

processes, or consistent behavioral actions, that occurred at specific maze locations

on these tasks.

In general most subsequent studies of the spatial firing properties of rat PFC

have found similar results, with cells recorded on tasks that incorporate limited

track environments with specific behavioral tasks typically displaying non-uniform

firing properties (de Saint Blanquat et al., 2010) and tasks that use an open field

foraging environment typically not finding spatial patterns (Gemmell et al., 2002).

However, a study by Hok et al. (2005) further complicated the picture. Working

in Bruno Poucet’s lab, the authors employed the familiar large circular open field

environment, but in this case they had animals perform a different task. Animals

prompted the release of a food pellet by occupying a trigger zone location on the

track. Pellets were consistently released into a landing zone, from whence they

bounced around the open field and had to be tracked down and consumed. In

general, animals spent much of their time at or headed to the trigger zone, until

a pellet was released, at which point they reliably headed to the landing zone to

start their search for it. This task design thus produced two specific locations,

the trigger zone and the landing zone, that were spatially salient to the task as a

whole, and also could be distinguished from consistent behaviors and the receipt

of reward. On this task, the authors did find cells (∼ 25%) in PL/IL that coded

specifically for place more reliably than any other behavioral factors. The fields of

these cells were concentrated at the trigger and landing zones, and they remained

significantly larger than place fields detected from hippocampal place cells, but

they did demonstrate spatial correlates that were not attributable to other factors.

The most common conclusion from these studies is that PFC is not optimized

to encode for spatial locations, however it is capable of encoding spatial locations

of high goal salience even in an open field environment. However, the precise role of

spatial encoding in PFC remains controversial. Do these cells encode information

about space independent of the specific structure of tasks? Or are the spatial



14

firing patterns in prefrontal cortex indicative of some other coding properties of

significance, if not space per se? We will return to these questions in Chapter 4.

1.2.2 Encoding of multiple task parameters in rat PFC

Since it is apparent that spatial location is not the primary parameter encoded by

neurons in rat prefrontal cortex, we are left with the question of what else might

be encoded. Jung et al. (1998) did a nice job of exploring firing patterns in the

single cells they recorded, and in many ways what they found is emblematic of the

difficulty of characterizing single cell encoding patterns in PFC. After assessing

the spatial firing patterns of their prefrontal cells, the authors searched for working

memory cells on the two tasks. For their 8-arm radial maze task, rats had to visit

each arm once per session in order to receive reward that had been placed there.

This task tested the animal’s memory of previously visited arms, because multiple

visits to each arm would prove temporally costly. In addition, a random selection

of four arms were initially blocked to prevent the animals from simply visiting all

arms in sequential order. For this task, the authors surmised that some working

memory cells would increase their firing rate as a specific arm was visited, then

maintain that increased firing rate until the end of the session thereby marking

that arm as visited. They further hypothesized that this behavior would lead

to an increase in overall population firing rate in the PFC as the animal visited

more arms until the end of the session. They were unable to find this population

firing rate increase. Instead, they found that 18 of the cells increased their firing

rate over the course of the session, and 22 cells decreased their firing rate, leading

the population firing rate to remain much the same. While they concluded that

the firing rate changes were not indicative of working memory cells as they had

hypothesized them to exist, they did uncover a common tendency in PFC cell

populations with the bimodal change in firing rate. Some subsequent studies (Ma

et al., 2014; Powell and Redish, 2014) have discovered that firing rate changes

among PFC cells seem to be balanced between cells that increase and decrease



15

their firing rates in response to each encoded parameter, causing overall population

rates to remain rather constant. We will briefly consider this property in Chapter

3.

While Jung et al. (1998) were unable to find working memory cells in rat PFC,

the area has been linked to working memory by inactivation studies in delayed al-

ternation tasks, both spatial (Yoon et al., 2008) and relatively non-spatial (Horst

and Laubach, 2009). Classical working memory cells (which maintain firing se-

lective for a particular outcome) as reported in primate studies (Fuster et al.,

1971, 1982; Kojima and Goldman-Rakic, 1982; Funahashi et al., 1989) seem to

be more difficult to detect or simply more rare in rodents studies, though some

evidence of their presence has been described (Horst and Laubach, 2012). It does

appear that the rodent mPFC is involved in working memory tasks, though the

specific firing patterns of the cells involved remains unclear. Additionally, some

work has indicated the presence of cells in the rodent mPFC that are sensitive

to interval timing (Kim et al., 2009; Narayanan and Laubach, 2009; Kim et al.,

2013), which represents a slightly different type of sustained firing across delay

periods. Kim et al. (2013) utilized a two choice decision maze with a retractable

drawbridge that imposed a delay period on rats before they could reach the choice

location and choose a reward arm. When animals approached the drawbridge, a

tone sounded to indicate the beginning of a specific delay interval, at the end of

which, the drawbridge would lower so animals could continue through the choice

point. The length of the timing interval (from 3-5 seconds) determined whether

the animal would receive reward on the left or right side of the track following

the delay. Previous results (Kim et al., 2009) indicated that following temporary

inactivation of the mPFC (using muscimol), an animal’s ability to discriminate

tone lengths on this task (and his ability to preform) dropped off significantly. In

their 2013 study, the authors recorded a large population of neurons in the PFC

with sustained firing rates throughout the delay, which also displayed some direct

differentiation of long vs. short trials (necessary for the decision of which direction

to go at the choice point). The authors were able to decode whether a trial was
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long or short (and also which of six presented delay lengths was imposed on a

given trial) from the populations of neurons they recorded. Classifications could

be readily made from relatively small numbers of neurons (15-20) but greater

accuracy was obtained from larger populations.

Another measure of delayed activation in rat prefrontal cells that has been doc-

umented is a persistent activation following error trials. The work of Narayanan

and Laubach (2008) in particular has documented these responses. In this study,

rats had to hold down a lever for a consistent time interval (1.0 sec) and then

release it to receive reward. The authors discovered that after an error trial the

behavior of the animals changed on the next trial. Specifically, they tended to

take longer to release the lever following the end of the delay period after error

trials. The authors further discovered that this post-error reaction time increase

was abolished in animals whose medial PFC was inactivated by a muscimol in-

fusion, strongly implying that the post error slowing was mediated by the PFC.

They went on to demonstrate that 30% of their neurons had differential responses

to error trials than correct trials. This effect could be due to the presence or

absence of reward, but of these neurons 64% maintained a post-error firing rate

difference throughout the inter-trial interval and on to the next trial. Coupled

with the effect of PFC inactivation, these findings strongly indicate that PFC

cells are modulated by correct or erroneous outcomes on trials, in other words by

the outcome of goal directed behaviors.

Subsequent studies on the effect of error correlates in PFC have found some

evidence for electrophysiological changes that might predict errors. As unlikely as

this evidence sounds, in general it seems as though predictive error effects are more

suggestive of failures in the system required for correct behavior. For example,

Jones and Wilson (2005) discovered that theta frequency LFP coherence between

CA1 hippocampus and PFC was increased as animals reached the decision point

on a spatial navigation task, and that this coherence was higher on correct laps

relative to error laps. Additionally, in the Kim et al. (2013) study described above,

the authors were able to demonstrate that on error trials the time bin decoded
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from the neuronal population was typically incorrect, indicating that likely these

errors occurred because the PFC classified the length of the delay incorrectly. This

point is specifically convincing when combined with the results of their previous

study (Kim et al., 2009) which demonstrated the necessity of the PFC to solve

this task. These studies provide evidence that prefrontal cortex has a role in

coordinating goal-directed behavior, which perhaps implies that the characteristic

firing patterns displayed on error laps are indicative of a signal granting salience

to errors in a structure that is working to prevent them. We will briefly consider

the role of error related firing in the PFC in Chapter 3.

A relationship between rodent prefrontal cortex and goal directed behaviors

would make sense given the evidence that PFC is involved in goal directed behav-

iors in other species. In addition, we already saw that PFC could mediate spatial

goal directed responses on an open field task (Hok et al., 2005), and further evi-

dence of this fact was provided by Pratt and Mizumori (2001a). In this study, the

authors employed the familiar 8-arm radial maze, and discovered cells with spe-

cific firing patterns indicating anticipation of rewards. They further showed that

for some cells, these patterns could be separated from firing during consumptive

behaviors (which were present in other cells), and that they were related to the

anticipated amount of reward, even in cases when the actual amount of reward

received was altered without the animal’s knowledge. These cells therefore pro-

vided reward anticipation information independent of the actual receipt of reward

and any specific stimuli that could be carrying information (because their firing

tracked the anticipated larger reward, not the smaller reward actually available).

We will also consider reward related firing on a PFC task in Chapter 3.

Taken together, it seems that neurons in PFC respond to a number of task

relevant parameters, but in particular the region seems to play a part in organizing

goal directed behavior. We now turn to a more specific consideration of how task

relevant behavioral patterns are represented and executed in the PFC.
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1.2.3 Strategic encoding in the rat PFC

The first careful examination of the role of rat PFC in encoding the strategic rules

necessary for an animal to solve a decision making task came from the work of Rich

and Shapiro (2009). These authors used a classic “plus maze” paradigm, in which

animals followed either a place strategy (i.e. go east or go west, regardless of start

position) or a egocentric response strategy (i.e. turn left or turn right, regardless

of start position) to receive reward on any given trial. Animals were started at

either the north or south end of the maze on any given trial and had to use the

current response strategy to choose either the east or west arm to receive reward.

After establishing a high level of performance on a given task criterion, animals

were subjected to either a strategy switch or a criterion reversal without warning.

In the strategy switch cases, the overall rule for correct laps was changed from a

place to an egocentric strategy, or vice versa. In a reversal, the same general rule

was kept in place, but the response criterion was reversed, i.e. go left became go

right, or go east became go west. Of critical importance, for the strategy switches

at least one physical path (i.e. from the north to west arm) would remain correct

both before and after the switch.

The authors recorded neurons from PL and IL while animals performed these

tasks, and discovered that the firing rate in a significant proportion of cells differed

between paths taken before the strategy switch to after the strategy switch. The

authors compared the proportion of cells that changed their firing rate on the

same spatial paths before and after a strategy switch to the proportion of cells

with different firing rates on the same path during stable performance, and found

that a higher percentage of cells changed, even on the same path, in response to

a strategy switch. Also, they compared the firing rate on paths that were not

conserved before and after a strategy switch and found a larger percentage of

cells with different firing rates on these two different paths than they found for

similarly unmatched paths before and after a criterion reversal. In other words,

cells changed their firing rates in response to a switch even when the animal

was running the same path, and more cells changed their firing in response to
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task rules than changed their firing rates in response to a reversal of the reward

criterion within that rule. The authors further demonstrated that the change

in the population firing in PL representing the change in strategy seemed to

occur after the switch had occurred on the task, but before the animal’s behavior

changed to reflect the new strategy. Additionally, they showed that the change

in firing patterns in PL seemed to precede the change in IL, which fits with our

previous conclusion that the prelimbic cortex is the the most cognitive region of

the rodent mPFC. This result was critical in establishing that the rodent mPFC

is involved in the encoding of task rules that the animal uses to guide goal driven

behavior.

Durstewitz et al. (2010) extended these results by examining some of the spe-

cific temporal dynamics of the transitions between different rule sets in PFC. They

used an operant box setup for their experiment, with animals pressing levers for

reward cues. The two different rule states they utilized involved switching be-

tween a stimulus guided decision process (press the lever with the illuminated

light above it) and a place guided decision process (press the lever on the right

side). The authors found again that both in single neurons and at the population

level, discriminations were usually cleaner between the specific rule used (stim-

ulus or place) than between the different cues within each rule (light right vs.

light left, or right vs. left), although cells diddistinguish between the different cue

types as well at both the single cell and population levels. They used a Hidden

Markov Model to model population transitions in a multi-dimensional firing rate

space between one rule type and another and found that the transitions occurred

rather rapidly from one state to another. In other words, the transition resembled

a step change more than a gradual change over time. We should note, however,

that these step changes still took on the order of 20 trials or so during transition

periods, but relative to the 120 trials that were run in the course of a given ses-

sion that change is relatively abrupt (though we will see in Chapter 3 that faster

changes can occur between pre-trained strategies on a spatial task). The authors
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also compared the neural and behavioral change points and found that the tran-

sitions in PFC tended to co-localize with changes in behavior, with perhaps a

slight tendency for changes in PFC to precede those in behavior over all sessions

they examined. Overall, Durstewitz et al. demonstrated that the PFC can also

code for abstract rules on an operant box task as well as spatial tasks, and that

the transitions encoded in the PFC population code occur rapidly, indicating a

process that is recognizing a change in the environment, not a slow learning rate

as had classically been seen in some psychology literature. Indeed, as the authors

pointed out, it has been argued in more recent years that the rapid learning rates

seen in classic literature may commonly be due to averaging behavior of indi-

vidual animals that all show sharp behavioral transitions at different points in

time together, which produces a gradual transition over the population as a whole

(Gallistel et al., 2004).

Benchenane et al. (2010) also looked at the effect of PFC in managing rule

acquisitions in association with hippocampus (through theta coherence) on a spa-

tial task. They employed a spatial Y-maze track and a task that was essentially a

spatial version of the rule shift task employed by Durstewitz et al. (2010). In this

version, given the spatial nature of the task, the authors were able to replicate

the results of Jones and Wilson (2005) that the theta coherence between mPFC

and HPC in rats is heightened at the choice point of the task, but they also stud-

ied the temporal dynamics of this coherence as animals were forced to acquire

a new rule governing task behavior by a strategy switch. They discovered that

the coherence became even more heightened immediately following acquisition of

a new rule (as the behavior under that new rule condition improved, implying

learning). They also found a positive relationship between correct laps and theta

coherence between HPC and PFC, implying that coherence at the choice point is

important in order for animals to make the correct decision. Additionally, they

discovered some evidence that this increased coherence is modulated by interneu-

rons in PFC that become more active, suppressing the firing of some pyramidal

cells during these periods, which may account for the heightened coherence. Their
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finding confirms that spatially different zones can be treated differently by PFC on

spatial tracks and suggests that these differences may be significant during rule

acquisition. However, the timing of this coherence increase raises a fascinating

question about the interaction between these two structures, as some evidence

(Siapas et al., 2005; Jones and Wilson, 2005) indicates that the hippocampus

leads the PFC in these coherent events, indicating a flow of information from

HPC to PFC. However, the coherence increase they document comes AFTER the

new rule has been acquired (i.e. after the animal’s behavior has changed), and

other studies have indicated that changes in PFC representations with respect to

a new rule occur BEFORE the animal’s behavior changes. The precise timing of

these changes and the relationship between HPC and PFC on these rule changes

remains to be determined.

A final paper to tackle the transition between abstract rule representations in

the rodent was the work of Karlsson et al. (2012). This study employed a lever

press task in an operant box setting, but unlike previous studies, the authors

did not vary the rule that an animal had to learn to associate with changes in

his environment but rather the animal’s beliefs about likely rewards. Animals

initiated a trial by pressing their noses into a nose poke port, at which point

a tone would sound indicating whether the left or right hand lever would be

rewarded. The animals could then press the lever on the appropriate side for

reward. However, rewards were delivered stochastically, with a probability that

varied on each side, such that one side was always rewarded more than the other

(all probabilities between .15 and .8). Animals could also choose not to pull

the lever associated with the tone, and instead return to the nose poke port to

initiate another trial. After sufficient training, animals learned to press the lever

primarily for the side that was rewarded at the higher probability, and tended

to reject trials where the low rewarded lever was offered. Once behavior was

stable in this state, the reward probabilities would be switched, leading animals

to change their behavior. In general, they tended to enter a period of uncertainty

in which they would sample from both sides more often than not, then they
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usually transitioned to the opposite behavioral approach and began rejecting the

side with lower reward probability (normally the side previously preferred). The

authors examined the firing rates of cells from the mPFC of rodents on this task

and discovered that there were generally abrupt transitions in firing rate following

the laps where the animals behavior changed. These firing rate changes tended to

occur rapidly, and usually were widespread across many of the neurons recorded

simultaneously. The animals then entered a state for several laps that seemed

suggestive of uncertainty, where the firing rate in PFC cells remained distinct and

the animals accepted most of the offered trials, as though they were sampling the

new reward probabilities. Finally, animals transitioned into a new state where

they rejected the majority of trials on one side, and the firing pattern of the

population of cells in their PFC reflected (in most cases) a new state of firing

that seemed to not match the previous state. It is worth noting, however, that

in several transition cases, after a period of the uncertainty related firing animals

transitioned into a state that appeared very similar to the population firing state

represented in PFC prior to the uncertainty period. The authors also found a

reliable predictor of the onset of cellular transitions in an LFP increase in the

high gamma band (65 to 140 Hz) that tended to occur in PFC shortly before

a cellular transition in network state. The authors describe the transition that

occurred in this study as reflecting a change in the beliefs of the animal, which is

plausible from the presented data, but another interpretation would be a change

in the behavioral state of the animal (from “generally accept the left side” to

“generally accept the right side”). Experimentally, the distinction between these

two interpretations is unclear, because there is not obviously a case in this study

in which a belief change would occur without necessitating a concomitant change

in the behavior, but it would be interesting to see cases where the probabilities of

each side were changed, but the relative relationship was not (for example if the

right side changed from 80% to 60% rewarded and the left side changed from 30%

to 20% rewarded, would the resultant state in the PFC change, indicating a change

in belief, or would it largely stay the same, indicating the behavioral representation
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remained constant?) As we shall soon see, the distinction between task beliefs and

rule representations and strategic representations may be important. However, the

introduction of the intermediate state associated with the uncertainty behavior

was a very interesting development (although some of the transitions described

by Durstewitz et al. (2010) also were better explained by a transition into an

intermediate state prior to settling into the final state).

All of these studies taken together have described the effects of PFC strategy

transitions in great detail, but they all suffer from one critical limitation. In all

cases, these studies forced animals to change their behavioral strategy by chang-

ing the parameters of the task. This is a very reasonable manipulation to make

if searching for a change in a neural representation, but since we have already

seen that PFC responds reliably to many different aspects of task structure, it

raises the question of whether or not the representational changes being reported

in these studies are truly changes in the strategy animals are using to solve these

tasks, or merely the rules that govern their behavior on tasks. When the rules

are changed to necessitate a strategy change it is very difficult to separate the

two. However, on a task in which an animal chooses to change his own behav-

ioral strategy at some point in order to maximize rewards, we would expect to

see a transition in PFC even though the rules of the task have not explicitly been

changed. This change would represent a true strategy change, and if we could de-

tect such a change in cellular firing patterns, it should be generally correlated with

behavior (although we would expect it to precede behavior or co-occur with it, not

follow it). Similarly, if we would like to describe these strategic representations

in PFC as truly cognitive, we should be able to separate them from behavioral

changes as well as from sensory inputs. Therefore, we should be able to detect

a change in the representations of PFC similar to a strategy change in situations

where an animal’s understanding of the underlying task changes without necessi-

tating a related change in behavior. In Chapter 5 we will return to this issue and

demonstrate examples of each of these types of strategy changes based on cellular

population states in PFC. For now, however, we turn to one more critical aspect
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of decoding cognitive representations from PFC that we have neglected to address

thus far.

1.2.4 The Euston-Cowen Hassle

Amongst other correlates of firing properties attributed to mPFC by Jung et al.

(1998) was a reference to various behavioral firing properties of cells. Some cells

displayed firing properties related to specific patterns of running, and one cell

distinctly appeared to be a right turn cell. These firing properties were little

remarked on at the time, and PFC does have some outputs to motor cortex, so

it was not surprising that it could have some motor pattern based firing. Indeed,

some early studies on the rodent mPFC even considered the possibility that the

ACC was more like a homolog of premotor region in primates (Neafsey et al., 1986;

Passingham, 1986; Reep et al., 1987, 1990). However, a pair of significant papers

(Euston and McNaughton, 2006; Cowen and McNaughton, 2007) cast doubt on

many of the studies that had described cognitive roles for PFC and raised the

possibility of another interpretation that now has to be accounted for in all studies.

The goal of the Euston and McNaughton (2006) paper was to examine whether

working memory signals in PFC could serve as a marker to distinguish two identi-

cal spatial segments that were run as part of different overall sequences. Animals

were trained to run paths that consisted of several journeys between different

towers arranged around a circular track. The path sequences each consisted of

several trips between towers, and always included two segments that were identical

even though the steps before and after them in the sequence were different. The

authors believed that these two segments would be run identically, and as such

should be represented very similarly in spatial representations (in HPC), but that

some brain signal must encode that they were traversed as part of two different

overall sequences. They recorded from mPFC (at several different depths) and

found several cells that fired differentially on the same path segments depending

on which overall sequence they were a part of. However, they also found that
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there were distinct behavioral differences on the two path segments, particularly

on the first path segment, which also always had a higher percentage of cells firing

differentially based on which overall sequence it belonged to. In fact, they dis-

covered that the path differences on the segments between the different sequences

accounted for the firing rate differences observed in the cells better than the iden-

tify of the overall sequence they belonged to. The authors concluded that in many

cases, firing differences in PFC that are attributed to working memory or other

cognitive factors may merely represent subtly different paths taken by the animals

as they solve various behavioral tasks. Following this paper, the onus was placed

on all future papers to demonstrate that task properties encoded by PFC could

not simply be due to path differences taken by the animal.

Many subsequent studies attempted to counter this problem by employing

operant box tasks, which are meant to constrain an animals movements so that

they cannot account for firing rate differences. However, this approach has never

really been a viable option because one year after the Euston and McNaughton

(2006) paper another paper from the same lab (Cowen and McNaughton, 2007)

showed a similar effect while utilizing an operant box setup. The apparatus in this

experiment was carefully designed to prevent the animal from having to make any

extraneous movements. Stimuli were provided by speakers arranged all around

the animal as well as two vibration motors on the animals left and right sides that

could operate independently to provide different sensory stimuli. The task design

was a complex go-no go task, but responses only required the animal to reach a

single nose-poke port, and either maintain his nose in the port or remove it to abort

a trial that was unlikely to be rewarded. Animals had to recognize contingency

relationships between different pairs of first stimuli (tones played on the speakers)

and second stimuli (patterns of vibration) to determine whether it was worth

waiting through the rest of the trial for reward or not. The setup was thus

consistent with classic working memory protocols where the animal must maintain

a memory trace of the initial stimulus over a delay period in order to understand

the meaning of the second stimulus correctly. And again, the authors found cells
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that had delay firing properties suggestive of a working memory code during the

delay period. However, they also found subtle behavioral cues during delay periods

that could also account for the differential firing of the neurons. Animals would

position their heads differently based on the first cue during the delay period until

the second cue occurred. The authors again found that these subtle positional

changes better explained the firing differences seen among neurons in the PFC

during the delay period, meaning that the neurons could have been not encoding

a memory of the task, but merely sending a signal to maintain the behavioral shift

over the delay.

The challenge presented by these two papers has come to be known as the

Euston-Cowen Hassle, and simply put, it means that all papers that purport to

show a cognitive firing rate difference in PFC must show that in fact nerual firing

pattern differences are not simply due to subtle differences in the positioning of the

animal. There are a few mitigating factors that should be mentioned: First of all,

in both studies the authors recorded at several different depths in mPFC starting

at the most dorsal levels of ACC, and in both cases they found that the percentage

of cells sensitive to the subtle positional changes decreased as the neurons were

lowered deeper into mPFC. This means that recordings made from deeper struc-

tures, like the PL and IL, are less prone to difficulties with the Euston-Cowen

Hassle. The second point is less technical and more philosophical: It is quite

possible that the animals are simply employing an embodied cognition strategy to

help them in solving a difficult behavioral task. The use of a physical strategy

to help alleviate memory load by maintaining a physical representation through

postural positioning is a reasonable tactic for animals to employ, especially when

their nourishment often depends on these memories in rather complicated tasks.

Even if the stakes were lower, any mechanism that can serve as a reminder is

a useful adaptation to supplement imperfect biological processes. Furthermore,

even if the role of PFC in these tasks is simply to engage and/or decode the

meaning of the gesture used to code for a memory, that is still a significant role

in the process of working memory. And while there is a strong correlation in
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many cases between the postural deviations and prefrontal firing, that does not

necessarily mean that PFC is incapable of supporting memory in the absence of

postural deviations, if trials absent of postural deviations have not been recorded.

Nevertheless, experiments that would demonstrate cognition in rodent mPFC will

make a much more compelling case if they can demonstrate that firing properties

of cells cannot be accounted for by postural differences in the animal, and so the

Euston-Cowen Hassle is still a significant consideration. We therefore designed

out experiments to allow us to account for the animals behavior as reasonably as

possible, and will demonstrate whenever necessary that our firing rate differences

are independent of the animals posture.



Chapter 2

Tasks and Recording Methods

All experiments described in this thesis were carried out on Male Fisher-Brown

Norway Rats (three for the Multiple-T task, three for the Delay Discounting task,

one for Multi-track task, seven total) aged 8-12 months at the start of behavior

(because only male rats were used, the masculine article is used to refer to rats

throughout this thesis). These animals were housed on a 12 hour light-dark cycle

and all experiments for a given rat were run at the same time every day during the

light phase. Animals were handled and trained to eat flavored food pellets (45 mg

each, Research Diets, New Brunswick, NJ, USA) for one to two weeks prior to the

start of task training. These same food pellets were used as a reward on all tasks.

To motivate task running, animals were deprived of food in their home cages

during their period of task running, but were always given free access to water in

their home cages. Animals were weighed daily and were returned temporarily to

free food access if their weights dropped below 80% of their initial free food weight

or if they displayed any signs of illness. Additionally, any animals who did not

receive enough food to maintain weight while running at criterion levels on the

tasks were post-fed by hand after running to maintain their weight throughout the

experiments. All training procedures were approved by the Institiutional Animal

Care and Use Committee at the University of Minnesota, and were in accordance

with the National Institutes of Health guidelines.

28
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2.1 Experimental Recording Techniques

We used tetrode electrophysiological recordings to address the role of rodent Pre-

frontal Cortex on spatial tasks and decision-making. Tetrode recordings allowed

us to record a large ensemble of putative neurons (in the prefrontal cortex usually

20-30 cells simultaneously) from awake behaving animals. Tetrodes consisted of

four single wires made from either nickel-chromium or platinum-iridium, wrapped

together to create a single physically implantable unit with four different record-

ing channels. These channels allowed us to measure extracellular voltage changes

resulting from the activity of nearby neurons (up to approximately 50 µm) in the

brain(Buzsáki, 2004). We recorded two different forms of signals from the PFC,

local field potentials (LFPs) and “spikes”, or putative action potentials from single

neurons.

LFPs are overall changes in the external electrical potential throughout a local

region of the brain that tend to oscillate at various frequencies. Many of these fre-

quencies have been well characterized, tend to occur in certain regions, correspond

to certain behavioral correlates, and are thought to be significant for communica-

tion between different brain regions over time. LFPs are created by the combined

activity of many neurons in the local area rather than a single neuron, however

much is still unknown about how LFPs are generated and exactly what role they

play in neuronal computations.

In this thesis, we will concern ourselves primarily with spikes, and it is in the

recording of spikes that the advantages of tetrodes over single wire recordings are

most observable. Spikes are detected as sudden significant changes in the potential

recorded on at least one channel of the tetrode. Spikes can be triggered by a

single channel, although in general they will appear on multiple tetrode channels

simulataneously, usually all four channels. These events are then recorded at high

temporal resolution across all four channels. The advantage of having recorded

multiple channels of the same event is that signal coming from the same neuron will

be consistently modulated on each channel by the physical relationship between
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the neuron that emitted the spike and the four different wires in space. For

example, spikes will tend to have a higher amplitude on the nearest channel.

Spikes can be categorized later off-line through a process known as spike-sorting

or cluster cutting. This process involves organizing individual spike events into

groups or clusters that all presumably originated from the same neuron. It is this

process that allows scientists using tetrodes to record spike-trains from multiple

different neurons simultaneously on a single tetrode, which allows for the recording

of much larger simultaneous ensembles than can be achieved using single-wires.

For all of the studies described in this thesis, LFPs and spikes were recorded

on a 64 channel analog Cheetah recording system (Neuralynx, Bozeman, MT,

USA). Spikes were recorded online using the recording system’s built in filters,

then sorted offline by first separating them into putative clusters using KustaK-

wik (KD Harris) and then individually verifying and adjusting those clusters with

the MClust 3.5 Software package (AD Redish). The Cheetah system registered

all recorded activity to timestamps, which were co-registered to the animal’s be-

havioral activity and the task based activity recorded through custom written

Matlab (The Mathworks, Natick, MA) software which was used to control the

tasks described in the next several sections. The 64 channel system allowed us

to record spikes from 12 tetrodes (12 x 4 = 48 channels), in addition to an LFP

trace from each of the 12 tetrodes (12 channels), and two reference LFP chan-

nels (independent electrodes that could be used to assess the depth of the other

tetrodes relative to measured LFP signatures that are typical of certain anatom-

ical features in the brain). The 12 tetrodes and two reference electrode channels

were housed in a hyperdrive (Kopf), an enclosure that contained the tetrodes, a

screw driven mechanism for independently lowering each tetrode into the brain in

small increments, and the circuitry for connecting all of the recording channels to

the recording system.

A hyperdrive containing the 12 tetrodes was surgically implanted into each

animal using similar surgical procedures, which had been well established in the

lab. Animals were anesthetized with sodium Pentobarbital (Nembutal, 50 mg/kg,
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delivered IP) then placed in a sterotax for surgery. While on the sterotax, anesthe-

sia was maintained with isoflurane mixed at 0.5-2% with oxygen and delivered via

a nosecone. The scalp and fascia were carefully resected to expose the skull and

several anchor screws were placed in the skull to hold the drive in place. We then

drilled a craniotomy to implant the electrodes over PFC, placed the hyperdrive

carefully over the crainiotomy with the electrodes lowered to the brain’s surface,

and secured the entire assembly in place by building up a structure with dental

cement. One of the anchor screws was connected to the drive to serve as a ground

reference for LFP signals.

Surgical implantation into medial PFC in the rat is a tricky prospect, because

the target structure is quite narrow and located at the midline of the brain. In

order to record successfully from the PL and IL, tetrodes must end up between

the midline of the brain and the corpus callosum, which encompasses about 1.5

mm of tissue laterally in either hemisphere. Additionally, the sagittal sinus, a

major blood vessel, runs roughly along the midline of the brain between the two

hemispheres. Care must be taken during surgery to avoid damage to the sinus,

or the animal may not survive the procedure. In general two techinques have

been proposed to implant into the deep layers of PFC while avoiding the sinus.

The first is to implant the tetrode bundle sufficiently lateral from the midline to

avoid the sinus, but angled toward the midline such that the tetrodes eventually

come to rest in the target regions(see Figure 2.1 panel A). The second technique,

which we developed in our own lab independently but in parallel with others, is

to use a split bundle drive that has two groups of tetrodes that are implanted on

either side of the sinus(see Figure 2.1 panel B). The difficulty with this technique

is that the position of the sinus must be carefully assessed before the drive can be

placed, because anatomical variation between rats is too high to accurately drill

craniotomies from the skull surface. In order to accomplish this, we had to grind

away the skull layers slowly to first expose the sinus, then carefully open final

craniotomies on either side. This process is described in more detail below.

The first rat was implanted with all the tetrodes and references grouped in a
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Figure 2.1: Sugical Implantation Techniques. A) The first surgical technique used
a tilted single bundle drive targeted at the PL at an angle to avoid the midline
sagittal sinus. Histology shows tetrode tracks from this technique. B) The second
surgical technique used a dual bundle drive targeted bilaterally around the mid-
sagittal sinus. Histology shows final tetrode positions from this technique. Figures
modified from (Paxinos and Watson, 1996)
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single circular bundle approximately 1.5 mm in diameter. The craniotomy for this

surgery was located 3.0 mm anterior of Bregma, 1.3 mm lateral of the midline(on

the right side), and angled at 9.5◦ from the vertical towards the midline(see Fig-

ure 2.1 panel A). Recordings from this animal were actually quite successful, but

there were several downsides to this surgical technique. First of all, the angle of

the drive had to be carefully assessed in surgery, which was challenging. However,

the angle was critical because if it was too close to the vertical the tetrodes would

end up in corpus callosum and miss the target region entirely. On the other hand,

if the angle was too close to the horizonal the tetrodes would reach the midline

before they reached the target region. In other words, they would reach the cor-

tex at a dorsal location, for example ACC instead of PL. A related difficulty was

that this technique could only target a single region (ACC, PL, or IL) since the

the trajectory of the tetrodes would only intersect one of those regions. Unless a

wider bundle were constructed, we could not record from all regions with a single

angled drive. Finally, although none of our studies found a difference between cells

recorded from the right and left hemisphere, the angled implantation technique

only targeted cells in one hemisphere for each rat.

All the subsequent rats used an alternate implantation technique with a split

bundle design(see Figure 2.1 panel B). In these cases, the tetrodes were divided

evenly (six tetrodes and one reference each) into two bundles with a 1.0 mm

spacing between them. These bundles were then implanted such that one bundle

was directly over the PL on either side of the sagittal sinus, 3.0 mm anterior to

Bregma. In order to implant these bundles accurately, we had to expose the sinus

by carefully removing layers of skull with a burr grinder in a 45,000 RPM drill

(Foredom). Once we could visualize the sinus, we carefully removed the last layers

of skull and dura and were able to position the two bundles to record from both

hemispheres simultaneously. Another advantage of this implantation technique

was that since tetrodes were lowered vertically to their targets in the PL, we

could continue past the PL to record from the infralimbic cortex (IL) as well with

the same tetrodes. In principle, we could also record from the ACC and even
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FR2 on the way to PL, and we did observe some activity in these regions, but we

did not optimize recordings for ACC, and none of those results are reported here.

Due to the orientation of the rodent mPFC, tetrodes were implanted parallel to

the laminar structure (especially in PL and IL). This orientation meant that a

tetrode tended to remain in the same layer throughout the entire extent of both

PL and IL. If the tetrode was in layer II/III or layer V, it would likely record

strong signals from putative pyramidal cells at most depths. However, if it ended

up in a relatively sparse layer, good recordings would be much less common and

less dense. These tetrodes typically found one cell at a time and only at certain

locations. The angled implantation technique has the potential to address this

issue becasue the angled trajectory of tetrodes takes them across multiple cell

layers. However, the difficulties with that technique outlined above still hold. An

ideal system would allow us to target the dense cell layers with a vertical bilateral

implant, but such precise targeting from the cortical surface during surgery is

challenging.

After surgery, animals were given a three day course of antibiotics (Baytril)

and returned to free food to recover for several days prior to being returned

to task running. No animals were returned to running before their weights had

stabilized and they appeared fully recovered from surgery. Tetrodes were turned in

small increments every day following surgery until they reached the desired target

coordinates. After reaching these areas, tetrodes were turned until they achieved

good recordings. For the MT-LRA task, tetrodes with good cells were typically

not turned throughout the switch sequence, which allowed us to record from the

same cells across multiple days. On the DD task, tetrodes with good cells were

usually left for multiple days of consistent recording, then turned down farther

in an attempt to find more cells. As discussed above, tetrodes were implanted

parallel to the laminar structrue of the cortex, so tetrodes that ended up in a

dense cell layer (such as layer V) would tend to have good ensembles of cells at

multiple depths through PL and IL, while a tetrode that ended up in a sparse

layer tended to have good cell recordings only at specific locations. Therefore we
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could obtain the largest overall populations of independent cells by turning the

tetrodes with good recordings relatively often.

2.2 The Multiple-T LRA task

The first task we used to study the role of rodent PFC was the Multiple-T Left

Right Alternate (MT-LRA) task. This task allowed us to investigate many differ-

ent behavioral parameters that had been individually connected to PFC simulta-

neously on the same task. Among these parameters were: differential encoding of

correct and incorrect laps, shifts in behavioral strategies over time, navigational

decisions, and reward related firing. Additionally, this task provided us with the

ability to correct for subtle path and movement differences in behavior. The task

has also been used many times in the Redish Lab to study a variety of brain struc-

tures (Schmitzer-Torbert and Redish, 2004; van der Meer et al., 2010; Blumenthal

et al., 2011; Gupta et al., 2010; Steiner and Redish, 2012).

The MT-LRA task was run on an elevated sideways-8 shaped maze, depicted

in Figure 2.2. On a single lap, rats started from the Start of Maze (SoM) region

at the bottom of the track, and ran through three low cost choice points to a high

cost choice point at the top of the track. The low cost choice points consisted of T-

shaped regions that were pseudo-randomly arranged each day so that the animal

would have to re-learn the sequence to turns. They were considered low cost

because if the animal ran the wrong direction he was allowed to turn around and

keep running; in addition, the animals could likely see which direction would allow

him to keep running and which direction resulted in a dead end. The collection of

low cost choice points is referred to as the Navigation Sequence (NS). At the end

of the NS, the animal reached a high cost choice point where he had to choose

whether to proceed to the left or to the right. Either side would take him past two

feeder locations, where pellets would be dispensed automatically if he made the

correct choice, and then back around to the SoM region again to begin another

lap. We referred to the high cost choice point region as the Choice Point (CP),
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the track between the CP and the feeder zones as the Top Rail (top), the area

around and between the feeders as the Feeder Zone (Fed) and the area between

the feeders and the SoM as the Bottom Rail (Bot). These divisions are depicted

in Figure 2.2 panel C, and were used in our subsequent analysis.

At the beginning of a session, animals were placed on the track at the SoM

location, then allowed to continuously run as many laps as possible for 40 minutes.

Each successful lap resulted in the automated delivery of two reward pellets at

each of the two feeder locations encountered, for a total of four pellets for a

successful lap. The first feeder location on the left side of the track dispensed

banana flavored food pellets, and the first feeder location on the right side of the

track dispensed berry flavored food pellets. The second feeder location on either

side dispensed unflavored, white-colored food pellets.

Whether or not the animal received a food reward at the feeders on a given lap

was determined by whether or not he made the correct decision at the high cost

choice point. There were three different reward criteria that specified the correct

decisions on each lap, left reward (L), right reward (R) and alternating reward

(A). In the left reward criterion, reward was provided only on the left side of the

track. Similarly, in the right reward criterion reward was provided only on the

right side of the track. In the alternating reward criterion, the animal received

reward if he alternated laps to both sides of the track, so reward was only provided

on a given lap if he went to the side opposite to the one he visited on the previous

lap (under the alternate condition, the first lap of a session was always rewarded).

During all training days, animals experienced only one pseudo-randomly chosen

reward criterion per day. However, once animals were fully trained and behaving

well, we began the 6-day switch sequence. During this period, animals began each

session with a single reward criterion as with all previous sessions, but approx-

imately halfway through the 40 minute session (randomly determined between

18-22 minutes) the reward criterion switched to one of the others. No external

cue indicated this change in reward criterion, the animal had to learn it from

failed reward incidents. The switch sequence consisted of six days so that all pairs
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Figure 2.2: The MT-LRA task. (A) The task consists of a central track containing
three low-cost T-choices, a high-cost T-choice at the top of the central track, and
two return-rails on which reward was delivered under either leftward, rightward, or
alternating contingencies. The first reward site on the left side provided banana-
flavored food pellets, while the first reward site on the right side provided fruit-
flavored food pellets. The second reward site on both sides provided unflavored
(white) food pellets. (B) Reward was only delivered if the animal made the correct
choice under the active contingency. (C) For analysis, the maze was divided into
six sections (start of maze [SoM], navigation sequence [NS], choice point [CP], top
rails [Top], feeder sites [Fed], and bottom rails [Bot]). Reproduced with permission
from Powell and Redish (2014)
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of initial and final criteria were presented.

The expected behavior on this task was for animals to rapidly identify the daily

strategy over the course of the first several laps, then exploit that strategy reliably

(i.e. perform laps at a high rate of success) up until the switch. At the switch lap,

their behavior should drop down to perseveration levels (approximately 1/6 laps

correct, the expected rate of continuing to use the now incorrect strategy) until

they recognized their error, identifed the new strategy, and returned to performing

at a high level over the course of the next few laps. This is the exact behavior we

saw for the rats we recorded from, as depicted in Figure 2.3, which displays the

percentage of correct decisions averaged over all rats by laps aligned to the start

of the session and the switch.

2.3 The delay discounting task

The Delay Discounting (DD) task is another task that has been utilized in the

Redish lab recently (Papale et al., 2012) to examine animal behavior and the

role of various brain regions in decision-making. DD is an inter-temporal choice

task that takes advantage of the fact that delayed rewards are less valuable than

immediate rewards to allow animals to reveal their own temporal discounting

preferences by controlling the amount of time they are willing to wait to receive

a larger delayed reward relative to a smaller immediately available reward. The

task has been well described elsewhere (Papale et al., 2012) but we will briefly

review the task structure and behavior.

The task itself took place on an elevated T-maze with two return rails that

allowed animals to return to the start position after each lap so they could run

continuously. This track is depicted in Figure 2.4 panel A. At the main T junction,

animals ran to the left or right sides of the track, each of which had a feeder

location that dispensed unflavored (white) food pellets. On one side of the track,

the animals received one food pellet after a one second delay. On the other

side of the track, animals received three food pellets after a variable delay. The
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Figure 2.3: (A) Average percent of correct laps over all switch sessions aligned to
start of the session. Blue line indicates chance rate of responding. Because the
first lap of the alternating contingency was always rewarded, chance is 66% on the
first lap, but 50% after that. Rats started at chance and quickly learned to make
correct choices. (B) Percent of correct laps aligned to the switch. On the switch
lap, rat percent-correct dropped to the expected level given no knowledge of the
oncoming switch, but then rose back up to above-chance levels. Blue line indicates
chance level of behavior, green line indicates perseveration level. Reproduced with
permission from Powell and Redish (2014)
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location of large and small rewards on the left or right side of the track was

consistent within each session, but varied between sessions. The variable delay

was initialized at the start of each session to a value pseudo-randomly chosen

between one and 30 seconds (all values were sampled only once over the course

of a 30-day training session, and were varied so as to not have too many high

or low delays over several consecutive sessions). The variable delay also adjusted

based on the animal’s decisions, such that it increased by one second with every

visit to the large reward side of the track, and decreased by one second with every

visit to the low reward side of the track. This adjustment procedure allowed the

animals to vary the delay by making multiple consecutive visits to either side of

the track, or to maintain the current delay by alternating visits to each side of

the track. All delays were indicated by a tone that counted down with decreasing

frequency each second until reward was delivered by the automated feeder system

(Med-Associates, St. Albans, VT, USA). These tones were standardized so that

the same tone always indicated the same number of seconds of delay to wait.

Longer delays were indicated by higher frequency tones, and all tones had a 175

Hz step size. Tones started counting down as soon as animals reached a delay

zone region near the feeder on each side of the track, and continued as long as

animals remained in this region until food was dispensed at the end of the delay.

Animals were free to skip any delays by running past the feeder and on to the

next lap (at which point the tones would stop and no food would be delivered).

In practice, animals tended to wait out almost all delay periods.

The adjusting delay led to a typical pattern of behavior (depicted in Figure 2.4

panel C) seen over the course of a session which was typified by three distinct

behavioral stages. First, animals would have a brief exploratory stage that lasted

several laps during which they would determine which side had the large and small

reward on a given session, and how long the initial delay was for that session.

Then animals typically entered a titration phase, during which they made laps

predominantly to one side of the track or the other to drive the delay value to a

more preferable length. Finally, once the delay was adjusted so that the overall
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Figure 2.4: The DD task. (A) The task consists of a central choice point and
left and right reward locations, one of which provides a large reward after a delay
while the other provides a small reward immediately (B) For analysis, the maze
was divided into six sections (start of maze [SoM], central stem [Stem], choice
point [CP], Delay Zone[DZ], feeder sites [FF], and return rails [RR]). C) Animals
typically displayed three behavioral phases on this task, Expolration, Titration,
and Alternation, shown here for a typical session.
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reward on each side of the track was equal, animals would alternate laps to either

side of the track until they reached the maximum number of laps or time limit of

the session. We called this last phase exploitation.

Animals ran daily sessions of either 100 laps or one hour, whichever elapsed

first. The training phase of the task consisted of 30 sessions prior to surgical im-

plantation so that every initial delay between one to 30 seconds could be sampled.

Following recovery from surgery, animals ran another 30 sessions so that again

every initial delay from 1 to 30 seconds could be sampled, while LFP and spiking

data were recorded from PFC. In almost all cases, animals ran the full 100 laps

before one hour had elapsed, and in general their behavior matched the typical

session pattern (exploration, titration, exploitation) for most sessions. This task

was particularly useful to us because the expected behavioral variation was sug-

gestive of different strategies employed by the animal, but none of these changes

were forced on the animal by changing their reward criteria or other external fac-

tors. Strategy changes on the Delay Discounting task reflect the animals internal

decision process determining the optimal behavior over time.

2.4 The multi-track task

The Multi-Track task was designed to examine how non-uniform spatial firing in

PFC neurons varied on the same task run on multiple different tracks, or with

different cognitive tasks run on the same track. Thus far it has been run on only

one animal (R236) who was already trained on the DD task on the standard DD

track. This track was used as one of the two tracks in this task, the small track,

in addition to a much larger track known as the HP maze, shown in Figure 2.5.

The animal was also taught a variation of our MT-LRA task called LRA, where

on each day his reward was contingent on following a single reward strategy (L,R,

or A, described above) for the entire session. For the LRA task the animal ran

for the same session criteria (100 laps or one hour, whichever came first) as DD,

and received two pellets at the single feeder location on each side for a correct
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lap. These task parameters were designed to make the two tasks as consistent as

possible with respect to reward and session length.

The animal used for this task had previously run the DD task on the small

maze, but had not run the task (or had his tetrodes turned) in approximately

eight months. As a result, his tetrodes were still in their target locations, and the

cells recorded were quite stable across sessions. These tetrodes were not turned

any farther.

The rat began running the DD task on the small maze and after running well

plugged in for a few days was introduced to the LRA task, one contingency at a

time. After he rapidly learned these new contingencies, we introduced him to a

series of interleaved sessions of both tasks on the small track, before eventually

introducing the HP maze. Once the animal had learned to perform well on both

tasks on the HP maze, we began reintroducing the small maze on some sessions.

Once the animal was behaving well on both tasks and both tracks, we began a

final 12 day test sequence, which interleaved sessions on the HP and small mazes,

DD and LRA tasks, and all three reward contingencies for LRA and initial delays

of 5, 15, and 25 seconds for the DD task psuedo-randomly. We used the procedure

described in chapter 3 to identify cells consistently recorded across all 12 days and

used these for our analysis of the multi-track task.
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Chapter 3

Simultaneous representation of

multiple task-relevant parameters

in PFC

As discussed in Chapter 1, there are many commonly ascribed roles for the Pre-

frontal Cortex (PFC) across species. Many of these roles (such as executive con-

trol, working memory, and temporal encoding) can be difficult to differentiate

from each other for many tasks; what might seem to some observers to be a clear

example of executive control might be interpreted by other researchers as working

memory. In the specific case of rodent PFC, the picture is somewhat more clear

as studies have tended to describe more precise encoding parameters rather than

turning to broad terms such as executive control, but confusion still exists. PFC

has been implicated in cognitive processing, working memory, interval timing,

encoding of uncertainty, reward receipt, encoding of recently experienced errors,

and behavioral strategies. Others have shown that neurons in rodent PFC display

non-uniform firing patterns over space (which will be discussed more extensively

in the following chapter), and of course the Euston-Cowen Hassle relates to the

correlation of PFC firing to postural changes in the animals position. In general,

these studies tended to examine a single aspect of PFC encoding at a time, and

45
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thus not much is known about how these different parameters are encoded in the

cortex. Are they all encoded simultaneously on a single task (if necessary), or

does the cortex monitor only one of these task aspects at at time? If they are

encoded simultaneously, are they encoded by separate populations of cells, or do

these populations overlap? Can single cells in fact encode multiple aspects of a

single task in the rodent PFC? We will attempt to answer these questions in this

chapter by considering recordings obtained on the MT-LRA task.

The question of whether individual cells can simultaneously encode multiple

task parameters has been generating increased interest recently, and has been

addressed in the Primate PFC by a group of prominent researchers (Rigotti et al.,

2013). These authors concluded that a significant population (∼ 20%) of cells

in primate PFC display firing that is modulated by multiple aspects of a task

simultaneously. They described this phenomenon as “nonlinear mixed selectivity”

and posited that it is a critical aspect of the encoding displayed in PFC. We will

examine whether rat PFC cells display nonlinear mixed selectivity in the final

section of this chapter.

3.1 Parameters of the MT-LRA task

3.1.1 Behavioral strategy encoding in PFC

Rodent PFC has been implicated in the encoding of strategic representations by

several research groups. The basic established procedure for demonstrating that

the PFC has encoded a strategic switch is to impose a change in the criterion

for reward receipt on the animal performing the task and look for differential

firing patterns between the epochs of the different reward criteria. If there is

a difference in the firing of a cell, this is taken as evidence that it encodes the

different strategies. We will explore the concept of strategy encoding by PFC in

much greater detail in Chapter 5, but for now we will use this basic methodology

to identify cells that encode strategy on the MT-LRA task (see Chapter 2 for a
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thorough description of this task).

We recorded 330 putative units on different days from three different rats on

MT-LRA. To assess whether any of these units encoded a strategic change on this

task we compared the distribution of the firing rate for all laps prior to the strategy

switch to the distribution of firing rates for all laps after the switch for each unit.

We used a KS-test to assess whether these two distributions of firing rates were

significantly different from each other and considered any cells with significantly

different firing rates to encode for a strategy change. Using this method, we found

163 cells (49.3%) that significantly encoded for a strategic change based on their

firing over the entire lap. Examples of the firing rates of some of these cells by

lap can be seen in Figure 3.1 panel A.

We also examined the population of cells as a whole by calculating a parameter-

based firing rate z-score for each cell. To do so we took the average of the firing

rate of the cell on any given lap of type A (in this case laps after the switch),

subtracted off the average firing rate of that cell for all laps of type B (in this case

laps before the switch), and divided by the standard deviation of firing for all laps

of type B:

zB(A) =
FA − µ(FB)

σ(FB)
(3.1)

Where FA is the firing rate on lap type A, µ(FB) is the mean firing rate from

laps of type B, and σ(FB) is the standard deviation of the firing rate from laps of

type B. We then took the average of this parameter over laps for each cell to get a

final z-score for that cell. Because the standard deviations were not equal, zB(A)

was not necessarily equal to zA(B), so these analyses were performed in each

direction separately. Figure 3.1 panel B shows a histogram of the zafter(before)

and zbefore(after) values for the population of cells. The histograms are shown

for both all cells (blue) and significantly encoding cells (as determined by KS

test, red). It is clear that the cells that fire significantly differently on this task

have higher z-scored values, but it also appears as though all cells tend to form

a gaussian-like distribution of z-scored firing rates centered at zero. To compare
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this distribution to what we would expect to record from randomly firing cells, we

carried out the same z-score analysis on our data but with the parametric identity

of each lap shuffled (in this case, randomly assigning laps to either before or after

the switch). We compiled a distribution of z-scores based on 1000 such random

shuffles, then fit a guassian model to it, and plotted that distribution on top of

the histograms in Figure 3.1 (black line). The actual distribution is clearly much

broader than would be expected by chance, indicating that the population of cells

does represent this before vs. after the switch differences on this task.

We mentioned above that we found 163 cells (49.3%) that significantly encoded

for a strategic change on this task. In order to verify that this population of

cells was above what could be expected from chance firing alone, we created a

distribution of random sessions by shuffling the inter-spike-intervals (ISIs) of all

cells recorded 500 times, and ran the same KS-test for significance on the firing

of all cells in each of these random sessions. This procedure gave us an expected

sampling distribution for the number of significant cells we would identify from a

session with completely random firing. This sampling distribution had a mean and

standard deviation of 18.6± 4.5 cells. We also calculated a sampling distribution

for random firing before and after the switch by considering the actual firing

pattern of all cells, but re-labeling each lap arbitrarily as occurring before or after

the switch lap (with the same proportion as the original data for each session).

We referred to this distribution as the identity control (ID), and it had a mean

and standard deviation of 15.5±4.8 cells. Thus the actual population of cells had

significantly more cells that encoded for strategic changes than we would expect

by chance. However, there is one more important control we need to consider to

ensure that what we are seeing is indeed strategy encoding.

Some of our recorded cells show evidence of a continuous change in firing rate

over the course of the session. These cells will likely be included in our count of

strategy encoding cells because this pattern of firing can produce a significantly

different firing rate before vs. after the switch. In order to control for this possi-

bility, we ran a robust regression of firing rate against lap number for all of our
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Figure 3.1: (A) Examples of cells with strong changes in firing rate on laps before
and after the switch. Red bars indicate laps before the switch, blue bars laps
after the switch. Red and blue circles represent average firing rates over both
types of laps. (B) zafter(before) and zbefore(after) comparisons. Bars indicate over-
all distribution, with red bars indicating cells found to have a significant firing
difference by KS test. Black line indicates expected distribution from ID shuffle.
Reproduced with permission from Powell and Redish (2014)
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cells, and removed any from our population of strategy control cells that had a

significant effect. This process left us with 109 cells encoding strategy changes,

which is still significantly higher than the numbers of cells we found in our sam-

pling distributions. Thus, we can conclude that this population of cells encodes

the difference between laps before and after the switch on this task (our current

proxy for strategy changes).

While it is important to establish that some cells that fire differently before

vs. after the switch not merely as a result of continuously varying their firing rate

over time, for the moment our purpose is simply to identify populations of cells

with different parametric response patterns to compare to each other. Therefore

we will consider the full population of 163 cells to differentially encode whether a

lap occurs before or after the switch.

3.1.2 Navigational decision encoding in PFC

The most basic decision the animal has to make on any lap of the MT-LRA task

is whether to go to the right or the left side of the track. If PFC represents

parameters that may be of strategic value to solving the task, it is reasonable to

believe that it might represent this distinction as well. So we compared the firing

rates of cells on laps made to the left side of the track to laps made to the right, and

again we found a significant population of cells (98 cells, 29.7%) that significantly

changed their firing in accordance with this parameter. This was significantly more

cells than we found in either of our shuffled sampling distributions (15.9± 3.9 for

the ISI control and 15.5 ± 4.9 for the ID control). Example cells that separate

firing on laps to the left side of the track vs. the right side of the track are shown

in Figure 3.2, along with histograms of the zright(left) and zleft(right) z-scores

calculated as described above.
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Figure 3.2: (A) Examples of cells with strong changes in firing rate on laps to
the left vs. to the right of the track. Red bars indicate laps run to the right,
blue bars laps run to the left. Red and blue circles represent average firing rates
over both types of laps. (B) zright(left) and zleft(right) comparisons. Bars indicate
overall distribution, with red bars indicating cells found to have a significant firing
difference by KS test. Black line indicates expected distribution from ID shuffle.
Reproduced with permission from Powell and Redish (2014)
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3.1.3 Error encoding in PFC

Several groups, most notably Laubach and colleagues (Narayanan and Laubach,

2008, 2009) have shown that the PFC is sensitive to errors that animals make

running behavioral tasks. This distinction is not surprising given that cells in

PFC have been shown to be responsive to reward receipt (Pratt and Mizumori,

2001b; Horst and Laubach, 2013; Hok et al., 2005), and if the region is involved

with the encoding and processing of strategies, there ought to be some represen-

tation of whether these strategies were correct or erroneous. We found 118 cells

(35.8%) with significantly different firing rates on correct laps compared to laps

which resulted in errors, which again was significantly larger than the propor-

tion of such cells found in the ISI shuffle control (19.1 ± 4.7) and the ID control

(15.7 ± 4.8). Examples of cells with differential firing rates on correct vs. error

laps are shown in Figure 3.3, again along with the zerror(correct) histogram. It

is worth noting that while we found several cells with significant differences in

firing rate on correct vs. error laps, our definition of a lap (for the MT-LRA task)

included the feeder region and the return rail following the feeder as part of each

lap. Thus cells that fire differentially in response to errors may be firing due to

differences following rewards and not predicting rewards. Our current purpose is

merely to identify parameters of the task that the cells respond to so that we can

examine the representations of these different patterns on the same task, so for

the moment it does not matter whether the cells respond to errors retrospectively

or prospectively, but it should be noted that we make no claims that these cells

are predicting errors on the MT task. We will consider this distinction in more

detail in Chapter 4.

3.1.4 Overlapping populations of task representation in

PFC

We have found that significant sub-populations of the same group of cells represent

three different parameters on the same task. As a reminder, from a group of 330



53

0 10 20 30 40
−2
−1

0
1

Cell 3

0 10 20 30 40
−1

0
1
2

Cell 193

0 10 20 30 40 50
−1

0
1
2

Cell 1373

0 10 20 30 40 50 60
−1

0
1
2
3 Cell 22

−6 −4 −2 0 2 4 6

10
20
30
40
50
60
70 Correct Relative to Error Laps

 

 

A

B
Laps

z−
sc

or
ed

 F
iri

ng
 R

at
e

Z-score

C
el

l C
ou

nt

Figure 3.3: (A) Examples of cells with strong changes in firing rate on correct
laps vs. laps on which the animal made an error. Red bars indicate error laps,
blue bars correct laps. Red and blue circles represent average firing rates over
both types of laps. (B) zerror(correct) comparison. Because there were too few
error laps, we only calculated zError(Correct). Bars indicate overall distribution,
with red bars indicating cells found to have a significant firing difference by KS
test. Black line indicates expected distribution from ID shuffle. Reproduced with
permission from Powell and Redish (2014)
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cells we found 163 representing whether a lap occurred before or after the switch

(B/A cells), 98 cells representing whether a lap was to the left or the right side of

the track (L/R cells) and 118 cells representing whether a lap was correct or an

error (C/E cells). From the number of cells encoded alone, it is clear that these

populations of cells must intersect. By comparing the populations of cells labeled

according to their individual firing rate tests, we found that there were 74 B/A

only cells, 23 L/R only cells, 42 C/E only cells, 28 B/A and L/R cells, 15 L/R and

C/E cells, 29 B/A and C/E cells, and 32 cells that responded differentially to all

three parameters. These different populations are displayed as a Venn diagram in

Figure 3.4, along with the population overlap we would expect from a set of three

random independent processes sampling from the same population with hit rates

determined by the overall percentage of cells we found for each parameter type,

akin to flipping three different biased coins for each cell to determine whether or

not it responds to each parameter. In many cases, the sets of population overlap

numbers are quite similar, with the most obvious exception that there are more

cells responsive to all three task parameters in the actual data than would be

expected by random overlap and fewer cells responsive to any set of pairs of cells

than would be expected.

In order to verify whether the overlapping population of cells we detected was

credibly different from what we would expect from independent processes, we ran

a Bayesian model comparison on our data. We fit overall rates of occurrence to

the individual categorization of each cell as B/A, L/R, or C/E, then compared

a model where the rates for each combination of cell types (including responsive

to all and responsive to none) was a product of these base rates of occurrence

to a model where each combination had its own independent rate of occurrence.

Bayesian model comparison is an ideal technique for this comparison because the

probability mass is normalized over the entire space, which automatically corrects

the comparison for the larger number of parameters in model 2. Sampling over

the resultant probability space with a Markov Chain Monte Carlo process us-

ing JAGS(Plummer, 2003; Kruschke, 2010) revealed strong evidence for the first
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Figure 3.4: Distributions of multiple responses. (A) The actual distribution of
cells responding to the three key binary factors and the overlap of cells that rep-
resent multiple factors. (B) Expected distribution overlap if the factors combined
independently (i.e. 163/330 = 49% before/after switch responding, 118/330 =
36% correct/error responding, 98/330 = 30% left/right responding). Reproduced
with permission from Powell and Redish (2014)

model (4-20 times more likely than the second model over 3 independent com-

parisons), indicating that the rates at which cells are simultaneously responsive

to multiple task parameters is consistent with the overlap expected from an inde-

pendent combination of cell populations responsive to each individual parameter.

In other words, the cells are distributed as though a certain percentage of cells

will be responsive to each parameter, regardless of whether that makes individual

cells responsive to one, two, or even three parameters. However, we will now show

that cell responsivness is not even limited to these three parameters.

3.2 Feeder Fire and Reward Responses in PFC

Previous studies (Pratt and Mizumori, 2001b; Hok et al., 2005; Horst and Laubach,

2013) have found evidence for reward-related responses in rat PFC, so we decided

to examine whether our cells had differential firing rates at the feeder locations.
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We measured the firing of cells from the time when the animal entered the “trig-

ger zone” (the point at which the feeder would click if the lap was correct) until

2.5 seconds after this time at each feeder, and checked to see if firing during this

period was significantly different from firing at all other locations on the maze for

each of the 330 cells we recorded. We discovered that 298 cells (90.3%) responded

differently to at least one feeder location, and 126 (38.2%) responded differently

at all feeder locations. Raster plots of the firing responses of some example cells

are shown in Figure 3.5, demonstrating some of the reward-response patterns

observed. Pratt and Mizumori (2001b) found only about 31% of their recorded

cells had a reward response, whereas almost all of our cells (90.3%) demonstrated

a significant reward response. Additionally, there is some evidence (Horst and

Laubach, 2013) that reward responses in PFC are driven by consumptive be-

haviors, specifically motor patterns (a corollary to the Euston-Cowen Hassle).

Unfortunately, we do not have precise measurements of when our animals began

consumptive behaviors, so it is difficult for us to definitively say that the firing

we see is not driven by consumptive behaviors. However, considering the example

cells in Figure 3.5, both A and B clearly show distinct firing changes that are

aligned to the click of the feeder, which indicates that the animal is about to

recieve reward prior to his actual reciept of reward. Therefore it is unlikely that

these cells are driven merely by consumptive behaviors.

We also examined the specific pattern of feeder responses among cells. As

mentioned above, the largest set of cells responded to all feeder locations (126

cells), but beyond this there was no discernible pattern to the groups of feeders at

which cells responded. We found groups of between 2 and 24 cells that responded

to all other possible patterns of one, two, or three feeders, with the largest group

(24 cells) responding to both right side feeders and left feeder 2, and the smallest

group (2 cells) responding to left feeder 1 and right feeder 2. There were in general

as many cells responding to seemingly non-sensical groupings of three feeders (14,

18, 20, and 24 cells) as there were responding to feeders on only the left (18) or

right (19) sides of the track. There also did not seem to be notably more cells
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Figure 3.5: Prelimbic cells show reward responses. Three example cells are shown
in (A), (B), and (C). For each example, (top) Raster plot of cell firing by lap
aligned to feeder fire time for all four feeder locations (Left Feeders 1 and 2, Right
Feeders 1 and 2). (bottom) Peri-Event Time Histograms (PETH) aligned to feeder
fire for all feeder locations.
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responding to the feeders with the same food flavors (left feeder 2 and right feeder

2, 6 cells) compared with other combinations (particularly left feeder 1 and right

feeder 1, which were different flavors, 10 cells). This seemingly random set of

feeder-fire associations paralleled many other findings suggestive of randomness

in the firing properties of PFC neurons (including the tendency of population z-

score distributions to resemble normally distributed cells with just the outliers of

the distribution (both positive and negative) representing firing differences, and

the fact that overlap of cells responsive to multiple parameters is consistent with

the overlap of independent stochastic processes). The abundance of seemingly

randomly ordered response properties led us to search for evidence that the firing

properties of cells were not just randomly assigned on a day-by-day basis to fit

some critera for task performance.

3.3 Consistency of cells across days in PFC

In order to determine whether cells were randomly assigned or showed a measure

of consistency in their firing patterns to various task parameters, we examined

the firing properties of cells recorded across multiple days (and thus multiple ses-

sions) while the animal was running the same task. We identified cells consistently

recorded across days by combining waveform comparison methods used previously

(Schmitzer-Torbert and Redish, 2004; Tolias et al., 2007) to classify units recorded

on consecutive days as either matched (the same cell recorded on both days) or

unmatched. Cells matched across multiple pairs of consecutive days were consid-

ered to be matched across all those days (for example if cell 5 on day one matched

cell 17 on Day two and and cell 17 on day two matched cell 35 on day three,

then these three cells were considered to be the same cell). By this method we

identified 145 cells recorded on just one day, and 60 cells recorded across more

than one day, of which 32 were recorded across two days, 11 were recorded across

three days, 5 were recorded across four days, 4 were recorded across five days, and

8 were recorded across all six switch days.
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Figure 3.6: Examples cells with matched waveforms across all six days. For each
cell we show: (Top Left) comparison of waveforms across all 6 days; (Top Right)
PETH plots of the average firing rate for each day at all four feeder locations;
(Middle) Spatial tuning curves over the maze for all six days; (Bottom) 7x7 grid
of cell firing. The 7x7 grids divide firing rate of the cell into bins dictated by maze
location on the x-axis (using the seven maze locations identified in Figure 2.2)
and strategic firing on the y-axis (overall firing rate (FR), firing rate on correct
laps (C), firing rate on error laps (E), firing rate on laps to the left (L), firing rate
on laps to the right (R), firing rate on laps before the switch (B), and firing rate
on laps after the switch (A)). Partially reproduced with permission from Powell
and Redish (2014)
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Cells recorded across multiple days in PFC display very stable firing charac-

teristics on the MT-LRA task. In order to demonstrate this fact, we considered

both the spatial and task-specific firing properties of these cells (for a more de-

tailed description of the spatial firing of PFC cells, see Chapter 4). We divided the

MT-LRA task into seven separate zones based on spatial regions of the track (in-

cluding firing on the entire track as the 7th zone, see Figure 2.2). We then found

the firing rate of each cell in each spatial zone for a specific type of laps (all laps

to the left, all laps to the right, all laps before the switch, all laps after the switch,

all correct laps, all error laps, and all laps overall) for each session. Figure 3.6

shows examples of three cells recorded across six consecutive days, with the cell’s

waveforms, a color coded grid representing the firing rate in each of these spa-

tial and task-parameter-based bins, and spatial tuning curves from each day for

comparison. The spatial firing patterns are highly conserved from one day to the

next, and the spatial-parametric grids show a high degree of consistency as well.

In order to classify this consistency across the population of cells, we correlated

the spatial-parametric firing grids for all pairs of cells, then compared a histogram

of the correlation coefficients for all matched pairs of cells to a histogram of the

correlation coefficients for all unmatched pairs of cells. These two histograms

are shown in Figure 3.7, and clearly the matched cells display a strong tendency

towards positive correlations (median (Matched) = .67± 0.23(SD)) while the un-

matched cells show no such tendency (median(Unmatched) = 0.01 ± 0.36(SD)).

So, even though the firing patterns of cells in PFC are quite varied and show a lot

of randomness in their response patterns, they are quite consistent across days,

implying that individual cells are quite consistent in their roles and not simply

assigned response properties on a day by day basis.

3.4 Mixed selectivity in rodent PFC

The tendency of cells in PFC to represent multiple parameters of a task simul-

taneously has been described as “Mixed Selectivity”. In particular, Rigotti et al.
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Figure 3.7: Histogram of across-day correlations. (A) Histogram of the correlation
coefficient of all pairs of the 7x7 grids of FR seen in Figure 3.6 for all pairs of
cells not identified as being the same cell recorded across multiple days (Non-
Matched). (B) The same histogram as in part (A) but for all pairs identified as
being the same cell on consecutive days (Matched). Reproduced with permission
from Powell and Redish (2014)
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(2013) described mixed selective cells as having “complex and diverse response

properties that are not organized anatomically, and that simultaneously reflect

different parameters” and observed that “the predominance of these mixed selec-

tivity neurons seem to be a hallmark of PFC and other brain structures involved

in cognition.” Multiple publications have demonstrated the presence of mixed se-

lectivity neurons in the primate, but they have never been explicitly shown in the

rodent PFC. However, if indeed the property is a hallmark of cognition and PFC

function, we should expect to find evidence of non-linear mixed selectivity in our

PFC cells on the MT-LRA task.

In order to check for mixed selectivity, we modified the approach described

by Rigotti et al. (2013), who employed two different models of neuronal firing:

one for simple linear selectivity to each of three different task parameters and one

for mixed selectivity, in which case cells have significantly varying firing rates to

specific combinations of the three task related parameters. We modified these

models to fit our MT-LRA task using the task parameters we identified above

(Before vs. After the switch, Left vs. Right side of the track, and Correct vs.

Error laps). The resulting linear selectivity equation is:

FR = β0 +
∑
i=B,A

βi [B/A = i] +
∑

j=C,E

βj [C/E = j] +
∑

k=L,R

βk [L/R = k] (3.2)

To incorporate mixed selectivity, the authors added terms to the linear selectivity

equation that represented firing in each specific session type, which in our case

corresponds to individual lap types. Each lap type is defined as a specific combi-

nation of the other three parameters, so the resulting non-linear mixed selectivity

equation is:

FR = β0 +
∑
i=B,A

βi [B/A = i] +
∑

j=C,E

βj [C/E = j] +
∑

k=L,R

βk [L/R = k]

+
∑

(i,j,k)=(B,C,L),(A,C,L)...(A,E,R)

βi,j,k [B/A = i] · [C/E = j] · [L/R = k] (3.3)

To identify non-linear mixed selective cells, we used the above equations to specify

two different generalized linear models (GLMs) we could fit to each cell, and then
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used a Bayesian model comparison to identify which model best described each

neuron. In order to ensure that we had enough examples of the mixtures of

parameters for each neuron, we used only cells that had been recorded across

multiple days (since we verified in section 3.2 that these cells have consistent

firing to task parameters from day to day). The model comparison was evaluated

using MCMC methods in JAGS (Plummer, 2003; Kruschke, 2010)), and neurons

that were better described by the non-linear model (model 2) were classified as

non-linear mixed selective. Examples of the fit parameters of typical linear and

mixed selective neurons are shown in Figure 3.8. Of 60 neurons recorded across

multiple days that we were able to classify, 13 (21.6%) were better described by the

non-linear mixed selective model, which is in good agreement with the percentage

found by Rigotti et. al. (47 of 237, 19.8%). This result demonstrates that mixed

selective neurons are present in the rodent PL, in nearly the same proportions as

they are found in Primate PFC, which bolsters the interpretation of the rodent PL

as an analog of the primate PFC. Simultaneously it supports the interpretation

that cognitive processes in the cortex employ similar hallmarks and mechanisms

between the two species.
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PFC Cell 1, JAGS MCMC �t, better described by nonlinear mixed selective model
Linear task parameters Non-linear task parameters

PFC Cell 2, JAGS MCMC �t, better described by linear model
Linear task parameters Non-linear task parameters

PFC Cell 25, JAGS MCMC �t, better described by nonlinear mixed selective model
Linear task parameters Non-linear task parameters

Average Model Fit: 1.91
10 times more likely to
be model 2

Average Model Fit: 1.07
13 times more likely to
be model 1

Average Model Fit: 2.0
Much more likely to
be model 2

Figure 3.8: JAGS Mixed Selectivity Model Fit Examples. Examples of the fit
parameter distributions for three neurons fit to the linear and non-linear mixed
selective models motified from Rigotti et al. (2013). Cell one is better described
by the nonlinear model and displays only plausibly non-zero coefficients for the
cross terms. Cell two displays only plausibly non-zero coefficients for the linear
terms, and is better fit by the linear model, and cell 25 displays plausibly non-
zero coefficients for both linear and nonlinear terms, and is better described by
the nonlinear model.



Chapter 4

Spatial Representations in

Rodent PFC

The role of spatial firing patterns in the rodent PFC on spatial tasks remains

unsettled. In other species, spatial representations in PFC are rarely discussed,

though a significant reason for this absence may be due to the types of studies that

are carried out in different species. Rodents tend to dominate many discussions

of neural correlates of space, due to the prominence of place cells in hippocampus.

In general, most primate and human studies are performed on subjects confined

to head fixed or at least non-navigating task paradigms, making spatial variation

minimal. However, in rodents it is very common to utilize spatial tasks when

recording from PFC. Consistently these studies have found cells with non-uniform

spatial firing patterns. However, the issue of whether these cells actually represent

space per se or merely other task-based parameters that correlate with space is still

under debate. Here we present evidence that non-uniform spatial firing patterns

are present in the rodent PFC on spatial tasks and an accurate representation of

space can be decoded from the firing of these cells. However, we believe that these

firing patterns are still better described by other aspects of the task than by purely

spatial representations. However, we will outline evidence that the spatial non-

uniformity of PFC cell firing is an important and useful consideration in attempts

65
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to decode task-based and cognitive representations from rat PFC.

4.1 The significance of spatial firing in PFC

Even the earliest reports on the nature of spatial representations in rodent PFC

contrasted firing patterns with those of place cells recorded in hippocampus (HPC).

Since PFC receives innervation from the HPC (directly in the PL/IL from ven-

tral CA1 (Hoover and Vertes, 2007)), it is plausible that spatial locations could

be represented in PFC as well. However, while hippocampal place cells tend to

show very specific firing to localized areas of an environment and only fire at

those locations, PFC spatial firing patterns tend to spread out over a larger area

of the environment. Jung et al. (1998) assessed spatial firing patterns of rodent

PFC cells on both an 8-arm radial maze and a simple figure-8 track (similar to

the tracks used in our MT-LRA and DD tasks, see Chapter 2). They observed

that on the radial maze most prefrontal cells tended to fire in relatively the same

location on each arm of the maze (i.e. the firing was radially symmetric). While

firing pattens were less consistently symmetric on the figure-8 track, it was also

common to see firing patterns mirrored on the left and right sides of the track.

Around the same time, Poucet (1997) reported on the spatial patterns recorded

from PFC cells while rodents performed a task in an open environment with a

circular wall. In this environment, no spatially selective PFC cells were reported

after correcting for task behaviors that tended to occur in certain locations within

the environment. Based on these and similar findings, the consensus of the field

appears to be that in general firing in the PFC is not representative of space,

but rather certain cognitive/behavioral aspects of task performance that tend to

occur a certain locations in a spatial task. In the open field environments, the

lack of a consistent alignment of cognitive/behavioral tasks with spatial locations

accounts for the absence of clear spatial correlates of PFC cell firing. In further

support of this interpretation, Hok et al. (2005) demonstrated that they found

spatial firing patterns in PFC cells in an open field environment in which food
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pellet rewards were consistently released when animals went to a specific but un-

marked trigger location. Additionally, pellets released by the apparatus tended

to land in a specific zone (though after landing they could roll to any location

in the environment, making the landing zone somewhat independent of reward

receipt). In this task, many PFC cells displayed place field-like firing patterns

that overlapped the trigger zone and landing zone locations, likely because these

zones acquired spatial significance for the task.

Our own MT-LRA task is similar to the figure-8 maze on which Jung et al.

(1998) observed non-uniform firing, and we observed similar cellular responses.

Examples are shown in Figure 4.1 panel A, along with examples of place cells

recorded in HPC of a different set of rats who performed this same task in our

lab (panel B)(van der Meer and Redish, 2011). There is a clear difference in both

the extent of the spatial tuning curves and their tendency to be mirrored on both

the left and right sides of the track for the prefrontal vs. the hippocampal cells.

In addition, we employed a Bayesan decoding method (Zhang et al., 1998) to

determine the most likely posterior position for the animal based on the firing of

all cells recorded for our three rats on the MT-LRA task and a matched set of

rats with HPC recordings on this task. For the decoding, we linearized the left

and right paths through the track from SoM back to SoM, and normalized the

length between landmarks (SoM, CP, Feeder 1, Feeder 2, and SoM again) for each

session. The linearized paths were then divided into 25 spatial bins, and laps of

each session were divided into training and test sets. We used a uniform prior

distribution over space for all spatial decoding analyses. A decoder trained from

a randomly assigned set of training laps was then used to decode the posterior

probability of the animal being in any of the spatial bins for each of the 500 ms time

bins in the test set, which were then compiled by spatial bin to produce a confusion

matrix for decoded position by actual position. This process was repeated 100

times with different lap assignments to training and test sets and averaged to

produce combined confusion matrixes. The left and right paths were very similar,

so they were averaged to produce the plots seen in Figure 4.1 panel C for PFC and



68

panel D for HPC. From the figure we can clearly see that hippocampal decoding

is more accurate, although decoding of space based on PFC cell firing also tended

to produce a respectably accurate prediction of the rats position. However, one

factor that stands out in particular from the PFC decoding is that the task tends

to produce regions or chunks of space that decode similarly, for example the region

prior to the Choice Point (CP on the figure), the region between CP and the first

feeder (F1), and the region between the second feeder (F2) and the end of the

lap. These regions display a heightened off-diagonal decoding, indicating that

although there is still a heightened decoding at the actual position, the overall

representation in cortex is more similar for all locations in this region that it is

for locations outside of this region. This phenomenon suggests that the PFC

may be essentially chunking the maze into specific processing zones. These zones

certainly could represent the individual cognitive/behavioral regions hypothesized

to account for the non-uniform spatial firing in prefrontal seen by many groups

on spatially-based tasks. Additionally, both feeder regions (F1 and F2) are highly

consistent with each other on the PFC confusion matrix, indicating that the PFC

may represent these two regions very similarly. Given the common and specific

firing patterns we discovered in PFC neurons on this task (see Figure 3.5) it is

not suprising that these regions could be represented quite similarly based on the

decoded firing pattern of the cells.

In Chapter 3 we examined the consistency of PFC representations across days

and discovered that both parametric and spatial representations are consistent

across days on the MT-LRA task. Examples of consistent spatial tuning curves

for the same cell recorded across six days of performing the same task are shown

in Figure 3.6. The fact that spatial firing patterns are constant from day to day

doesnt necessarily support their being related to either space or cognitive functions

correlated to space, but it does suggest a potential experiment to explore the ques-

tion. We trained one rat in which we had stable recordings for several PFC cells

to run two different behavioral tasks (our DD task and a variant of our MT-LRA

task called LRA) each on two different spatial tracks, a large track and a small
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Figure 4.1: Prelimbic cells show non-uniform spatial firing. (A) Typical spatial
tuning curves of prelimbic cells. Note the large firing response fields, typically
covering a broad region of the maze and usually present on both left and right
sides of the track. Color bars indicate firing rate in Hz. (B) Typical spatial tuning
curves of hippocampal cells from the same task. Note the smaller firing response
fields, more typical of hippocampal place cells. Color bars indicate firing rate
in Hz. (C) Decoding confusion matrix generated from prelimbic cell firing, from
100 random assignments of laps to training and test sets averaged together, then
averaged over all rats, all sessions, and left and right laps. Color bar indicates
decoded probability at each location. (D) Decoding confusion matrix generated
from hippocampal cell firing, from 100 random assignments of laps to training and
test sets averaged together, then averaged over all rats, all sessions, and left and
right laps. Color bar indicates decoded probability at each location. Reproduced
with permission from Powell and Redish (2014)
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track (the Multi-Track task, see Chapter 2). If the representations in PFC are

coding for space, and not task related cognitive parameters, we would expect them

to stay constant when the animal performs different behavioral tasks (presumably

with different cognitive requirements) on the same spatial track. Conversely, if the

cells represent simply cognitive parameters and not spatial information per se, we

would expect them to show spatial firing patterns in roughly the same locations on

both the large and the small track as long as they were running the same task. We

recorded 12 consecutive days from the same animal and varied the track size, task

type, and reward contingency for the task psuedo-randomly each day. We then

examined tuning curves from each cell we could reliably record over all 12 days

to determine whether they were consistent over spatial track types, or consistent

over cognitive task types. Example tuning curves are shown in figure 4.2.

The results did not match either of our hypotheses. In all of the cells that

had consistent spatial representations, the spatial tuning curves appeared to be

consistent on both task types and, accounting for the difference in size, both

track types. Interpreting this result is a little bit difficult. The fact that spatial

regions activated by cells are consistent across the two different tracks for the

same task implies that the spatial tuning curves are not due to spatial location.

The consistent mapping of regions of the tracks across different physical tracks

is inconsistent with place cell encoding, which tends to re-map significantly with

even subtle changes in environment (Barnes et al., 1997; Fenton et al., 2008).

Additionaly, even if re-mapping did not occur, we would not expect to see such

similar activations because the two tracks, while placed in the same room, were

significantly different in size, so they occupied different locations in space. How-

ever, the fact that cells have similar spatial tuning curves on different task types

implies that the representations are not strongly coupled to the specific task ei-

ther. Ultimately, the most succinct explanation of the data seems to be that

the two tasks are sufficiently similar in this case that they provoke comparable

task-related spatial firing. In both tasks the feeders were at the same locations,

the decisions about which direction the animal had to turn in order to receive
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Figure 4.2: Spatial firing patterns are conserved across days different sized tracks
and tasks. Tuning curves across all 12 days of the multi-track task are shown for
three different example cells, divided up by which maze and which task was being
run on each day. Firing rate scales are the same across days for each cell, but
differ between examples.
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reward occurred at the same location, and the dynamics of running were virtually

the same. If the spatial tuning curves are indicative of spatially related sub-task

goals, it is quite possible that many of these sub-tasks regions overlap on both

the tracks and task types used here. A more illustrative manipulation may in-

volve rotating the tracks into different orientations (or even recording in different

rooms), moving the feeder locations to change the points of maximum salience on

the task, or even finding a way to run a cognitively similar task on a completely

different spatial layout. Regardless, the most reasonable explanation for all the

current data is that cells in the PFC do not explicitly represent space per se, but

rather occasionally demonstrate reliable spatial firing patterns because of reliable

spatially related cognitive demands inherent to the structure of the task.

4.2 The importance of spatial aspects of firing

in PFC

Given the conclusion of the previous section that cells in rodent PFC do not

represent spatial locations, it may seem reasonable to conclude that spatial tasks

in rodent PFC are of limited utility. Indeed, in light of the evidence provided by

Euston and McNaughton (2006) and Cowen and McNaughton (2007), the so called

Euston-Cowen Hassle (see Chapter 1), spatial tasks might seem like an undesirable

complication to PFC research. However, we believe that spatial tasks in the

PFC still provide a number of useful features for analysis of the representational

properties of these cells, primarily because the non-uniform firing over the track

is not driven only by spatial information.

We have shown that the firing pattern of individual PFC neurons differs over

space, but we can also demonstrate that the representation of various task related

parameters in PFC varies over space. On our MT-LRA task, we divided the track

into six spatial regions (Start of Maze (SoM), Navigation Sequence (NS), Choice

Point (CP), Top Rail (Top), Feeders (Fed), and Bottom Rail (Bot), as shown in
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Figure 2.2). We then re-calculated the number of cells that were sensitive to each

of the task based parameters we considered in Chapter 3 only on cell firing that

occurred in these spatial regions, and for comparison purposes we also calculated

the number of cells we would expect to find from a random firing distribution by

the two shuffling methods. We found markedly different spatial patterns for the

percentage of cells that differentially fired to each of the three task parameters.

For the behavioral strategy correlate (firing on laps before vs. firing on laps

after the switch lap) we found relatively even numbers of cells significant for

firing at each maze location (with the exception of the feeders): SoM :(AC-

TUAL=75, ISI-control=10.4±3.3, ID-control=9.3±3.2); NS :(ACTUAL=88, ISI-

control=12.3±3.4, ID-control=11.5±3.7); CP :(ACTUAL=70, ISI-control=9.3±
3.0, ID-control=8.6 ± 3.0); Top rail :(ACTUAL=62, ISI-control=9.7 ± 3.0, ID-

control=8.5±3.0); Feeders :(ACTUAL=148 , ISI-control=18.3±4.4, ID-control=15.2±
4.5); Bottom rail :( ACTUAL=75, ISI-control=14.6 ± 4.0, ID-control=10.7 ±
3.4). There were notably more cells with firing rate differences before vs. af-

ter the switch on the entire track and at the feeders (where the animals spent

the majority of their time on the track), but aside of these regions the num-

ber of cells responsive to this parameter was quite even across the track (be-

tween 62-88 cells in all regions). This fact seems to argue that spatial variation

of cell firing patterns is not great, but it is also in contrast to the other two

parameters we considered. For cells sensitive to differences in the animals nav-

igational choices (differential firing on the left vs. right sides of the track) we

found a quite different pattern: SoM :(ACTUAL=36, ISI-control=9.7 ± 3.0, ID-

control=9.5±3.3); NS :(ACTUAL=34, ISI-control=11.7±3.3, ID-control=11.4±
3.5); CP :(ACTUAL=51, ISI-control=9.0 ± 3.0, ID-control=8.5 ± 3.1); Top rail

:(ACTUAL=81, ISI-control=10.0 ± 3.2, ID-control=8.3 ± 3.1); Feeders :(AC-

TUAL=100 , ISI-control=17.0 ± 4.5, ID-control=15.2 ± 4.7); Bottom rail :( AC-

TUAL=73, ISI-control=20.0 ± 5.6, ID-control=10.2 ± 3.3). Here there is a clear

difference in the percentage of the cells that encode firing differences across space,
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with more cells encoding differences on the areas of the track that are more spa-

tially separated on left vs. right laps. This distinction makes sense, but it un-

derscores the point that differential firing patterns in cells are not always uni-

form over the track. The difference is even more dramatic for the number of

cells that have differential firing rates on Correct vs. Error laps: SoM :(AC-

TUAL=18, ISI-control=9.4± 2.9, ID-control=9.6± 3.1); NS :(ACTUAL=17, ISI-

control=11.3±3.4, ID-control=11.7±3.5); CP :(ACTUAL=15, ISI-control=8.8±
2.9, ID-control=8.9 ± 3.0); Top rail :(ACTUAL=21, ISI-control=9.4 ± 3.0, ID-

control=8.7±3.1); Feeders :(ACTUAL=131 , ISI-control=24.3±5.6, ID-control=15.6±
4.5); Bottom rail :( ACTUAL=50, ISI-control=12.1±3.5, ID-control=10.6±3.5).

For cells sensitive to correct vs. error laps, we only found significant numbers of

cells with firing rate differences at the feeder and bottom rail regions. This was

expected, as the animals should not know that they have made an error until they

fail to receive reward at the feeder locations, although they seem to then retain

this knowledge through the bottom rail region that brings them to the start of

the next lap. It is clear though that the firing of the cells that carries information

about certain behavioral parameters is limited to certain regions of the track (the

percentages of cells carrying this information by region of the track is summarized

in Figure 4.3).

The previous example from MT-LRA demonstrated that populations of neu-

rons respond to specific task parameters differently over space, but can we show

that individual PFC neurons encode parameters differently at different locations

in space? In fact we can, but to do so we have to consider our Delay Discounting

task. This task is described in great detail in Chapter 2, but briefly: on the DD

task rodents again must decide on every lap whether to proceed to the feeder

zone on the right side of the track or the left side of the track. On one side

(varied between sessions but consistent within a session) the animal receives one

food pellet of reward after a one second delay. On the other side, he receives

three pellets of reward after an adjusting delay. This delay value is initialized

pseudo-randomly for each session, and then varies with each lap based on the
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Figure 4.3: Parametric firing depends on maze location. Colors represent the
number of cells with significantly different firing rates for each region of the MT
track for each behaviorl parameter (Before vs. After the switch, Corrct vs. Error
laps, and laps to the Left vs. Right side of the track. Maze and sections are
depicted below for convenience.
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rat’s choices. If he chooses to go to the delayed side, this delay increases by one

second on the subsequent lap; if he chooses to go to the non-delayed side, the

delay decreases by one second on the subsequent lap. An important consequence

of this task is that it is impossible to determine on an individual session basis

whether a cell is encoding a preference for the left vs. right side of the track, or

the delayed vs. non-delayed side of the track (because within an individual session,

all laps to the left are also the delayed side, for example). However, since we have

demonstrated that prefrontal neurons tend to encode the same task parameters

on each day, we can examine the encoding of a particular cell recorded across

several days, and see whether it more consistently fires to the spatial distinction

(left vs. right) or to the delay distinction (Delayed vs. non-delayed). We examined

this question for several cells recorded across days for all sub-regions of the track

(divided similarly to the MT-LRA task, see Figure 2.4 for details). We found

examples of cells that were consistently correlated to both possible side divisions

(spatial or delay selective) but we also found several fascinating cells that were

correlated to one parameter specifically at one location, and the other parameter

at a different spatial location. Examples of each of these types of cells can be seen

in Figure 4.4. The figure shows examples of two cells (90 and 116) that show a

consistently elevated firirng rate for one side of the maze (left) on most regions of

the track prior to the choice point, but then show a consistently elevated firing

rate for the delay side at the delay zone. A consistently different firing rate for

the delay side of the track at the delay zone may not be surprising, and could be

attributable to cells with delay-firing patterns, but there is also an example of a

cell (100) that demonstrates elevated firing for laps to the delay side of the track

at the stem region, which is far removed from the delay zone. Additionally, for

much of the rest of the track, that cell showed elevated firing for the right side

(a spatial distinction). Finally, another example cell (91) demonstrated a consis-

tently elevated spatial firing for the left side of the track, until the last (feeder

fire) zone, on which it showed elevated firing for the right side of the track. Cell

116 also showed a similar reversal of firing rate coding at the feeder region. The
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presence of these types of cells demonstrates that at even at an individual cell

level, firing selectivity can be related to the spatial region of the track on which

the firing was recorded.
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Figure 4.4: Parameters encoded on the DD task depend on maze location. Firing
rate differences for each side of the maze are shown for four example cells recorded
across multiple days on the DD task for each section of the maze. Z-scored firing
rates for each day are represented by different markers. Marker internal color (red
vs. black) represents delay side vs. non-delay side firing, marker external color
(magenta vs. cyan) represents left vs. right side firing. All firing rates have been
z-scored against all laps of that session. Arrows indicate sections of the maze with
different consistent represntations than the rest of the maze for that cell.

The finding that the encoding of information about behavioral parameters is

not uniform over the track is consistent with our interpretation that the spatial

firing patterns seen in cells represent the division of the task into separate cognitive

chunks that are processed differentially by the cortex. However, the larger point of

both findings should be that if the cortex is processing tasks in separate cognitive

chunks, then cells should also be analyzed in reference to those chunks. In other

words, if the firing of Cell A on the choice point represents a different cognitive

sub-task than the firing of Cell A at the start of maze, then we can decode more

information about what the cell firing represents by comparing firing in those

two regions separately than we can by combining them. An analogous process is
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commonly used by primate researchers in their behavioral recording tasks. These

tasks are typically conducted with very regular timing intervals, and neural firing

patterns are tracked over the timescale of the experiment. One of the common

observations from these types of studies is that neurons tend to respond not only

to specific parameters of the task, but they respond at specific times during the

task, such as stimulus onset, movement initiation, or during a delay period. In

most cases, firing rates are compared in time bins registered relative to the task

structure. In fact, in some cases (Crowe et al., 2010; Rigotti et al., 2013) these

studies employ decoding approaches to examine the predictive encoding of task

parameters on the population level, and for most of these decoding approaches

the task is broken into time bins and the encoded parameter is predicted for each

time bin. This approach allows researchers to determine when the population

most accurately represents a given parameter, but it also reflects the implicit

assumption that there is a variation in firing properties of cells over time that

makes it necessary to consider the context in which a particular spiking pattern

occurred in order to determine what that pattern represents. For temporal based

monkey tasks, this context is determined by time, but such a determination may

not make sense for spatial rodent tasks.

On spatial tasks in rats alignment relative to time is not commonly possible

across an entire session, because the animal is allowed to run at his own pace which

makes the amount of time spent on each lap inconsistent (note that alignments to

single events such as feeder fire or choice point entry are still often used on such

tasks, for example through the construction of PETHs, as we did in Figure 3.5).

However, for such a task alignment relative to space seems to be a reasonable

alternative, especially given the evidence we have reviewed that the cells in cortex

are spatially chunking this task into different cognitive sub-regions. In terms of

these tasks then, dividing the track up into a series of spatial bins and using

these as the context in which particular firing rate patterns are decoded across

the population of cells makes a great deal of sense. We employ an approach

informed by this general procedure in Chapter 5 to explore the role of strategic
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representations in the rodent PFC.



Chapter 5

Strategic Representations in

Rodent PFC

We have explored the response properties of individual rat PFC cells on various

tasks, and determined that cells have non-uniform firing properties and represen-

tations over space on track-based tasks. We have even briefly considered strategic

representations in individual PFC cells on the MT-LRA task. We are now ready

to turn our attention to whether rodent PFC cells encode a truly cognitive repre-

sentation of the strategy an animal is using to solve a particular task. In Chapter 1

we discussed the previous research indicating that cells in rodent PFC represent

strategies that animals employ to solve behavioral tasks. However, in order to

demonstrate that these representations really correspond to internal strategies,

we have to show that they are not simply a result of the cells tracking the param-

eters of the task set up for the animal. Cognition (in the brain) has been defined

as all spikes that are neither directly related to sensory input or motor output.1

Therefore, in order to demonstrate that strategic representations in rat PFC are

cognitive, we need to show that they can occur temporally removed from changes

to both sensory input and motor output. That is our goal for this chapter, and

1 I first heard this definition from Matt Chafee, and although he claims not to have originated
it we haven’t been able to find the originator, so he gets credit for it here

80
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we will begin by establishing a method for detecting strategic representations in

PFC population firing on the MT-LRA task.

5.1 A method for detecting strategy transitions

on the MT-LRA task

On the Multiple-T Left, Right, Alternate (MT-LRA) task, animals received re-

ward on every lap based on whether their choices matched the active reward

criterion (see Figure 2.2). Animals were trained to expect a single reward cri-

terion on each day, either left(L), right(R), or alternate(A), but for the switch

sequence animals were forced to change their reward strategy halfway through

the day’s session by an unsignalled change in the reward criterion. We already

demonstrated in Figure 2.3 that the behavior of the rats on this task indicates

that they recognized the criterion change and altered their strategy accordingly in

order to continue to recieve reward on this task. If the PFC encodes the strategy

animals are using to solve this task, we would expect to see a change in the pop-

ulation firing following the switch in reward contingency but before the animal’s

behavior changes on the task. As described previously (see Figure 2.2), we sepa-

rated the firing of each cell into seven spatial bins mirrored on either side of the

track. We then created a population code that consisted of an M-dimensional vec-

tor for each lap that represented the z-scored firing of each cell in each spatial bin

(M = Ncells × 7 (spatial bins)). Figure 5.1 panel A shows two examples of these

population vectors represented in two dimensions. Each of these M-dimensional

vectors represents the firing of each cell in the recorded population at each loca-

tion of the track for a particular lap, or essentially the population representation

in PFC for that lap. If the representation in PFC changes over time for this

task, these vectors should change as well. So if the representation is different on

lap 1 and lap 32 for example, the population vectors for these two laps should

be quite different. On the other hand, if the representation in PFC is similar
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between these two laps, the population vectors should also be similar. We can

assess the similarity of a pair of population vectors by calculating the correlation

coefficient between the two. In fact, if we plot the correlation coefficient between

each lap’s population vector with each other lap, we can get a snapshot of how

the population representation across the PFC varies over the course of a session.

An example of what these plots might look like is shown in Figure 5.1, which il-

lustrates a subtle but important point. If the representation in PFC changes over

time, early laps will be poorly correlated or even anti-correlated with late laps, as

seen in both examples. However, if the representation changes gradually over the

course of laps, we should see a diagonal stripe of highly corelated laps as shown in

panel B. On the other hand, if the representation changes suddenly between two

different representations, we should instead see a break point between two highly

correlated regions which are poorly correlated (or even anti-correlated) with each

other, as shown in panel C.

Figure 5.2 shows an example of the correlation of each of these vectors on a

lap by lap basis for an actual session. There are several clear regions along the

diagonal of the figure that show a high degree of self-correlation but are negatively

correlated with other laps, similar to the example shown in Figure 5.1 panel C,

implying that these regions represent different states of population firing in the

PFC akin to strategy states. The break-points between these regions represent

global transitions in the strategy represented in PFC. In Figure 5.2, it appears that

the clearest break-point occurred around the same lap (32-33) as the contingency

switch for this session.

In order to detect these changes between representations, we used a k-means

clustering analysis on the population firing vectors for each session. This analysis

classified each lap as belonging to one of a specified number (k) of clusters on the

basis of their position in M-dimensional space. An example is shown in Figure 5.2

panel D. We then used change point analysis (Gallistel et al., 2004) on the sequence

of cluster identities by lap to find the change points between clusters and marked

these as putative transition points between states in PFC. An example of the
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Figure 5.1: PFC Population Firing Representations. (A) Spatial Firing rate pop-
ulation representations for two sample laps from a single session. Note the dif-
ferences between cell firing between laps. (B) A sample correlation plot on fake
data demonstrating what gradual change in population representation over the
course of a session would look like. (C) Another correlation plot on fake data
demonstrating what a sudden change in population representation would look
like.
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process of finding change points from the cluster identities is shown in Figure 5.2

panel E. Because the k-means algorithm requires the number of clusters (k) to be

specified and its output varies depending on its initial conditions we ran 100 trials

for each value of k between two and five (the largest value we could reasonably

expect to detect given the number of laps we recorded)2 and combined the results

into a histogram over laps for each session (as shown in Figure 5.2 panel F). The

number of times a specific lap was detected in these histograms was compared

to a distribution created from running the same analysis on the same session

with the ISIs of all cells randomly shuffled 400 times. Finally we z-scored the

number of times a lap was detected from the actual data against the distribution

created for that lap from the randomly shuffled data, to create a transition score.

The transition score represents the likelihood of a transition occurring on a given

lap (the higher the transition score, the greater the probability of a transition

on that lap). It is important to stress at this point that the transition score is

calculated solely on the basis of the population firing from the recorded cells,

without considering any information about the behavior of the animal or when

the criterion switch actually occurred.

Figure 5.3 shows the average transition scores across all MT-LRA sessions

for ± 10 laps aligned to the switch in reward criterion for a given session. The

transition score was low for all laps prior to the switch, began to rise on the

switch lap before peaking around one lap later, and then returned to normal

levels following the switch. This is the pattern we would expect if the population

firing rate encoded a strategic representation in PFC, because the switch provides

the first evidence that a change in strategy is necessary. A change in strategy

should also precede (or coincide with) a change in behavior on the task. In order

to check this proposition, we determined the lap on which the animals behavior

changed for each session by running a change point analysis (Gallistel et al., 2004)

2 A rule of thumb is that the maximum k should be given by k ≈
√
n/2 (Mardia et al.,

1979, page 365), and on average we recorded about 50 laps for MT giving us a max k of five.
We used the same max for DD sessions even though we had more laps on those sessions to keep
the analysis consistent.
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Figure 5.2: An example of the generation of the transition probabilities from a
single MT-LRA session. (A) The lap-lap correlation of the spatial population
firing vectors for one session, with the switch lap marked (black line). (B) The
average lap-lap correlation of the spatial population firing vectors over all sessions
aligned to the switch lap for each session (C) The animal’s behavior on the same
session. Red dots = error laps, black dots = correct laps before switch, blue dots
= correct laps after switch. (D) An example k-means fit for the session with three
clusters. Transitions between groups of clusters are indicated (black lines). (E)
Example of the Change Point Algorithm on the k-means data. Change points are
identified as the largest deviations of the slope of the cumulative sum from the
average slope. (F) Sample Histogram of all detected k-means change points for
100 iterations with k = 3 clusters.
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on the animals L/R side choices for each lap (for an example see Figure 5.2 panel

C). Figure 5.3 also shows the average transition scores across all MT-LRA sessions

aligned to the lap of greatest behavioral change for each session. Relative to the

behavioral change, the transition score actually showed a peak above baseline four

laps before the animal’s behavior changed, and remained somewhat elevated before

peaking again on the same lap that the animal’s behavior changed, consistent with

a new representation in the PFC driving the change in behavior. Indeed, most

behavior change laps followed the switch lap by between zero and four laps, so

the transition probability in PFC peaked in between the two.
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Figure 5.3: Transition scores for all MT sessions (A) A 21 lap window of averaged
transition scores over all MT sessions aligned to the switch lap for each session
(error bars SEM) (B) A 21 lap window of transition probabilities aligned to the
lap of greatest behavior change for all MT sessions (error bars SEM).
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5.2 Strategy changes without behavioral change

As we have discussed (see Chapter 4) cells in rodent PFC have differential spatial

firing patterns. Although for most spatial tasks these non-uniform firing patterns

tend to be similar on both sides of the track, some cells do have different firing

patterns on different sides of the track. Indeed, we have shown that some cells

in PFC code for the side of the track that the animal visits on a given lap (see

Chapter 3). Therefore, it is possible that the transition in the population firing

that we see around the switch reflects the animal visiting a side of the track that

they haven’t visited before the switch (for example when switching from a Left

strategy to an Alternate strategy the animal will begin making laps to the right

only following the switch; if laps to the right produce different firing in some cells,

that may account for the change in the population code following the switch). In

order to control for this possibility, we considered all sessions in which the strategy

before or after the switch was Alternate (which required laps to both sides) and

re-ran the analysis considering only laps to the side of the track present both

before and after the switch (so for a L→A session, we considered only left laps).

In all of these cases, the transition scores identified on laps to only one side of

the track matched those identified on both sides, indicating that the population

firing on laps to the left side of the track differs between laps run during a Left

strategy and laps run during an Alternate strategy. Figure 5.4 shows transition

scores calculated from these restricted sets of laps to only one side of the track. It

is important to point out two factors that make this control analysis less precise

and accurate than the full version shown in Figure 5.3. First, since we used only

sessions that include Alternate strategies, we only considered 12 sessions here

instead of the 18 used in the full analysis. Second, because we only considered a

subset of laps, the precision with which we could identify a particular change lap

was weakened. For example, if the change occurred between lap 23, which is to

the right, and lap 24, but we considered only laps to the left, we were only able

to identify the change as occurring between laps 22 and 24, which means we had



88

to assign it a 50% chance of occurring between laps 22 and 23, and a 50% chance

of occuring between laps 23 and 24. This problem was worse in cases where the

change occurred in a series of several consecutive laps to the non-considered side.

In general, the effect of these two factors was to broaden and weaken the effects

seen in the aligned and averaged transition scores. Even still, there is a notable

effect in Figure 5.4. For the criterion switch alignment, there is still a heightened

transition score around and following the switch, but it is attenuated relative to

the non-restricted version due to the factors mentioned above. For the behavioral

change alignment, the effect several laps prior to the behavior change and around

the behavior change are still evident, although in this figure the heightened peak

around the behavior change now occurs a lap afterward. It is likely that the shift

to a lap later is due to the lowered precision mentioned above. Regardless, this

control demonstrates that there is a measureable strategy transition even among

laps run to the same side of the track, so the changes we are seeing can’t be

accounted for solely by animals visiting spatial locations they have not before, or

representing different side choices independent of an overall strategy.

The heightened transition score on the laps surrounding a forced strategy

switch indicates that the transition score is a marker for strategic changes in the

animal’s PFC. However, previous results have indicated that a change in reward

criterion should cause a change in the representation in PFC (Rich and Shapiro,

2009; Durstewitz et al., 2000; Benchenane et al., 2010; Karlsson et al., 2012). We

still have not shown a change that is independent of either sensory input (the

imposed switch in reward criterion that precedes cellular transition) or behavioral

output (the change in the animal’s choices that follows the cellular transition).

What we have done is to outline a technique to identify strategic transitions

solely based on cellular firing, which we can now use to look for changes that

are independent of behavioral changes or sensory changes. We will consider a

transition in the prefrontal representation independent of a behavioral change

first.

On the first several laps of the MT-LRA task, animals had to identify the initial
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Figure 5.4: Transition scores for all MT sessions from only single sides of the
track (A) A 21 lap window of averaged transition scores aligned to the switch lap
for each session (error bars SEM) (B) A 21 lap window of transition probabilities
aligned to the lap of greatest behavior change (error bars SEM).
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reward criterion in effect on that day. In the single session example presented in

figure 5.2, we can see that while the primary transition between areas of higher

self-correlation occurs around the switch lap, a secondary transition occurs around

laps 5-7. The timing of this transition is exactly when we would expect animals

to transition from an initial search state to a state representing the pre-switch

reward criterion. In Figure 5.5 Panel A we plot the average transition score for

all MT-LRA sessions for laps 5-30. This score has peaks around laps 6, 8, and

11 before dipping well below zero for subsequent laps, indicating that while the

precise lap on which animals make this latent transition from search state to

hidden strategy state on each session is not consistent, it tends to occur within

those first few laps (note that when averaged this way, the switch laps for each

session do not line up, so on average the transition scores for later laps remain low).

In addition, Figure 5.5 displays the average lap-lap population firing correlation

over all sessions aligned to the first 40 laps of the session (panel B) and the

average correlation for all session aligned to the lap with the greatest transition

score in the first 15 laps of the session(panel C). In either case, it is clear that

there is a heightened representational correlation in the beginning of the session

that changes after the first several laps.

It is possible that this initial heightened representation is simply one of the

three strategy states that the animal expects to find on a given session (L, R,

or A) which happens to not match the state he found to be in effect. Because

we have shown that cells on the MT-LRA task individually represent the same

task parameters when recorded across several consecutive days (see Figure 3.6),

we reasoned that the population of consistently recorded cells would represent the

same states across days. Therefore, we examined the consistency of these initial

state representation in the same population of cells recorded across several days

of running on the task. In order to do so we simply collected the population of

all cells recorded across a period of several days, calculated the spatial-population

vectors for each lap across each day (as described earlier, Figure 5.2), and ran the

same correlation analysis across this collection of lap-by-lap population vectors.
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Examples of the resulting correlation plots from two rats are shown in Figure 5.5

panel D. These figures demonstrate that population firing codes for the initial

state of each session are quite similar from one day to another but different from

all the other states represented both before and after the swtich for the rest of the

session, indicating that this initial state is likely representative of a global search

state distinct from the other strategic states represented.

Animals on the MT-LRA task consistenty show a prefrontal representational

change from the first few laps of running on a session until the time at which

they appear to understand the reward criterion for that session. This inital state

represented in the PFC seems to be independent of the actual criterion provided to

the animal and is consistent on each day the animal runs the task. Furthermore,

while the animal gains knowledge about the state of the task during these several

laps, there has been no change in the actual experimental setup, only a change

in the animal’s knowledge of it. Thus the transition within the first several laps

of the session represents a change in the animal’s strategic representation that

is not based on an overt change in the task parameters or the animal’s behavior

on the task. However, this change represents more of a change in the animal’s

understanding of the task than necessarily the strategy he is using to solve the

task. Next we will demonstrate a transition in the animal’s PFC representation

driven solely by the animal’s decision to employ a different strategy to solve various

phases of the task. In order to do so, we will consider the Delay Discounting task.

5.3 Strategic Representations on the DD task

As we have discussed, behavior on a typical session of the Delay Discounting task

tends to proceed in three different phases(see Figure 2.4). First animals explore

their surroundings and learn the initial setup for this particular session (explor-

tation), then they make a preponderance of their laps to one side of the track

in order to adjust the delay value to a more palatable one (titration), then they

tend to alternate laps to either side of the track, keeping the delay at the same
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Figure 5.5: Transition scores for all MT sessions from session start (A) Average
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lap correlation matrix of population firing averaged over all sessions, aligned to
start of session. (C) Lap by lap correlation matrix of population firing, averaged
over all sessions, aligned to lap of highest transition score in the first 15 laps of
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the begining and end of individual sessions, and black lines indicate the switch in
each session. Arrows indicate areas of heightened self-correlation at the begining
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value while recieving as many rewards as possible (exploitation or alternation).

These behavioral patterns have been discussed and documented by previous ex-

periments in the lab(Papale et al., 2012). However, it is reasonable to assume

that these behaviors represent different strategies that the animal is employing

to solve the task, in which case we would expect to find representations of them

(and specifically the transitions between them) in the PFC. So we decided to test

the hypothesis that these different behavioral modes are represented as different

strategies in PFC by calculating the transition score for DD sessions as described

above and checking to see whether there was a heightened transition score around

the laps on which the animal’s behavior changed.

In order to detect when the switch between behavioral phases occurred on

individual sessions of the DD task, we again employed a change point analysis

(Gallistel et al., 2004) on the animals choice of large or small reward arm visits

throughout the session to find the lap on which the greatest behavioral change

occurred(see Figure 5.6). In general, this change corresponded to the transition

from the titration to the alternation phase. Figure 5.7 shows the lap-lap corre-

lation values for the population firing rate vectors (calculated as above for the

MT-LRA task, using the maze sections identified in Figure 2.4) for an example

session. In this case we have indicated the behavioral change point on the corre-

lation plot to indicate the lap on which the animal’s behavior changed, and again

the population state in the PFC seems to represent two different states for the

two different behavioral phases. We calculated the transition scores over all laps

using the same methods described above for the MT-LRA task (for examples of

the steps for DD, see Figure 5.7).

Figure 5.8 shows the average transition score over all DD sessions aligned to the

behavioral change points we identified for each session. Similar to what we saw in

Figure 5.3 for the MT-LRA sessions aligned to behavioral change, the transition

score peaked several laps before the behavioral change (in this case eight laps

before) then peaked again on the lap of the greatest behavioral change. From an

analysis averaged over all sessions and all animals, it is possible that the change
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Figure 5.6: Finding Behavioral Changes on the DD task. (A) The track utlized in
the DD task, for reference (B) Animals take four distinct paths on the DD task,
which will help us answer the Euston-Cowen Hassle. Left to Right (LR), Right to
Left (RL), Left to Left (LL), and Right to Right (RR). (C) Animal’s behavior on
a typical DD session plotted by delay value (for the delayed side) vs. lap number.
A clear behavioral transition occurs between laps 41 and 45. (D) Calculating the
behavioral change point (indicated by the red star) from the maximum deviation
from the average slope on a plot of the cumulative sum of visits to the delayed side
of the track. (E) The behavioral change point found in (D) matches the animal’s
behavioral transition seen in (C).
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Figure 5.7: An example of the generation of the transition probabilities from a
single DD session. (A) The lap-lap correlation of the spatial population firing
vectors for one session, with the detected behavioral change lap marked (dotted
line). (B) The animal’s behavior on the same session, delay value vs. time. Red
dot indicates Behavioral change lap. (C) An example K-means fit for the session
with three clusters. Transitions between groups of clusters are indicated (black
lines). (D) Example of the change point algorithm on the K-means data. Change
points are identified as the largest deviations of the slope of the cumulative sum
from the average slope. F) Sample Histogram of all detected k-means change
points for 100 iterations with k = 3 clusters.
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precisely eight laps prior to the behavioral change is not uniform, but merely

represents the most common change among all animals. However, the transition

score clearly supports the interpretation that the representation in the animal’s

PFC changes to reflect a change in behavioral strategy, and this representational

change preceeds the change in the animal’s behavior.
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Figure 5.8: Transition probabilites for all DD sessions. A 21 lap window of tran-
sition probabilities for all DD sessions aligned to the behavior change lap for each
session (error bars: SEM)

It is important to stress, again, that the behavioral change in the DD task,

unlike all previous exables of behavioral changes demonstrated in rodent PFC, was

not prompted by an experimenter changing the rules of the task the animal must

solve, but was instead driven by internal processes responding to the demands of

the task. In other words, the animal’s own internal decision processes. In this way,

the strategy change we have detected on the DD task represents a true strategic

choice of the animal, independent of a direct sensory cue, and because it occurs

prior to the behavioral change, also indpendent of a direct motor output. But

before we can fully conclude that what we are seeing is a cognitive change, we

have to make sure we have accounted for all other possible explanations.
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5.4 Wrestling with the Euston-Cowen Hassle

As previously discussed, the Euston-Cowen Hassle describes the fact that cells in

rodent PFC (particuarly in dorsal regions) often display movement-related firing

patterns, which can in many cases better account for their firing variation on

tasks than the cognitive patterns that are often attributed to them. In addition

to providing a structure in which animals are incentivized but not forced to make

a strategic change in task execution, the Delay Discounting task provides us with

an ideal mechanism for testing whether the population firing patterns we detected

are unduly influenced by subtle differences in the path run by the animal on these

tasks.

As depicted in Figure 5.6 panel B, animals on the DD task run four different

types of laps, laps traversing the track from the left feeder to the right feeder, laps

traversing the track from the right feeder to the left feeder, and laps back to the

same side of the track, either from right to right or left to left. In general, the

laps traversing from one side to the other are more common, although when the

animal needs to adjust the delay value a large amount either up or down they will

have to make many consectutive laps to the same side. Although the animal’s

trajectory varied grossly between these lap types, trajectories on the same type

of laps are often highly consistent, especially when animals display some evidence

of automation over sets of multiple laps with the same behavioral strategy. If the

population firing vaiation which we are atributing to strategic representations is

due to cognitive changes, and not postural changes, in the animal, we should see

low correlations between laps of the same trajectory type across different strate-

gic representations, but high correlations among laps of different trajectory types

in the same strategic representation. However, if the population firing variation

is better explained by the Euston-Cowen Hassle, we would expect to see consis-

tently high correlations on laps of the same trajectory type regardless of strategic

representation.
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In order to test this question, we temporally normalized the animal’s tra-

jectories on each lap to specific start and end locations, then found normalized

trajectory vectors for each lap. We then correlated these vectors with each other

to produce lap-lap plots for trajectory correlations similar to our population firing

rate trajectory plots. Figure 5.9 shows these plots for an example session. From

the population firing correlation plot in panel A, we can see that this session has

four different states of higher self-consistency and lower cross-consistency with

other representations. These states are marked by black lines super-imposed on

all plots (but note, in this case the states were determined by examination, and

are provided simply for convenience). Panel B shows the overall spatial correla-

tion across all laps. It is clear from examining panels A and B that the population

firing rate correlations depicted in panel A don’t match the trajectory correlations

of the animal, depicted in panel B. Therefore it is very unlikely that the popula-

tion firing rate is well explained by changes in the animal’s trajectory. To further

demonstrate this fact, panel D breaks down the cellular population correlations

into individual trajectory types. It is quite clear that laps of the same trajectory

type are not highly correlated across different strategic regions for any of the tra-

jectory types. The difference is even quite clear in this example session for LL

and RR type laps. Even though there are few of each of these types of laps, their

population representations are quite different in the different strategic regions,

but quite consistent within regions, indicating that the population firing is better

explained by the strategic representations than by the animal’s trajectory.

As an additional control, we reasoned that if population firing vectors were

influenced by the trajectories animals ran, they would differ most for differnt

trajectory types. Therefore, if we can still detect transtions around areas of be-

havioral change by considering only particular lap types, we would show that the

population firing rate is different even on laps of the same type for the different

strategic representations. This is very similar to the control analysis for the MT-

LRA task in which we considered only laps to the left or right side of sessions.

However, for the DD analysis we considered only LR laps and RL laps (because in
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Figure 5.9: Population Firing Correlations are not due to trajectory similarity.
(A) Lap by lap population firing vector correlations for a sample session, as in
Figure 5.7. Note here, black lines are drawn for illustration purposes to illustrate
the different states present in the population firing, and reproduced on all plots.
(B) The lap by lap trajectory correlation plot for the animal’s running on the task.
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mark the same laps as in other panels, and were determined from cellular firing,
NOT behavior. (D) The data plotted in (A) broken down by lap type to show
correlations only among laps run to and from the same locations on the track.
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almost all sessions there were not enough RR or LL laps to reasonably determine

any changes). As a result, we did not have to throw out any sessions in the DD

case (because DD animals made a high number of LR and RL laps in all strategy

cases), but we also have even more lap sparsity than for the MT-LRA control

because there were some lap types that were excluded entirely. As before, we

separated laps into groups of each type and then ran the transition score analysis

on the seperated groups, then combined them and aligned them to the behav-

ioral change laps as we had previously. The result is shown in Figure 5.10. In

this case, the heightened transition at the behavioral change is not as apparent,

although there is a trend to increase the transition score at that point. However,

the increase in transition score several laps prior to the behavioral change is still

present, indicating that even considering only laps following the same overall tra-

jectory we still see changes in the population representation on the DD task that

preceed the change in the animal’s behavior and are not forced on the animal by

an experimental manipulation.
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Figure 5.10: Transition probabilites for all DD sessions, for laps with the same
trajectory type. A 21 lap window of transition probabilities for all DD sessions,
calculated for a collection of only LR laps and only RL laps and averaged together,
aligned to the behavior change lap for each session (error bars: SEM)
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5.5 Discussion and Conclusion

We have shown that a representational change in the rat PFC corresponds to a

strategic change in the animal’s performance on various spatial decision-making

tasks. In situations where the animals were prompted to adopt a new strategy

by a change to the reward rule on the task, the strategy transition followed the

receipt of information that the contingency of the task had changed, but preceded

the change in the animals behavior on the task. Representational transitions

with the same hallmarks also occurred on a task in which the animal was not

forced to make a strategic change, but instead chose to in order to maximize his

behavior. In that case, the representational transitions still preceded behavioral

changes, implying that they were more likely guiding the change in behavior than

reflecting it.

Some might question whether there is in fact a change in the stimuli presented

on the DD task which could be the source of the population firing change in the

PFC. Indeed, the delay value should be changing over the course of laps through-

out the titration period and this steady change should cease when the animal

begins his alternation phase. However, we do not believe that this transition ac-

counts for the represenational changes that we see in the PFC for several reasons.

First of all, the transition scores we discovered in the DD task preceeded the be-

havioral changes we detected by multiple laps, but the change between titration

phase and alternation phase tended to coincide with the behavioral change, in-

dicating that the representational change in PFC occurred prior to the change

between these phases, not coincidentally with it. Further, the change in delay

value is a gradual change, and as such it should produce a gradual change in

the population representation in the PFC. A gradual change in population firing

would produce a distinctive appearance on the population firing correlation plots

we considered, as depicted in Figure 5.1 panel B. However, the lap-lap correlation

plots we considered were more consistent with a sudden change in population rep-

resentation, as depicted in Figure 5.1 panel C (for comparison to actual data, see
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Figures 5.7 and 5.9). The important point is that the transitions we deteted in

PFC are more consistent with a sudden complete change in the state represented

rather than a slow steady change from one state type to another.

Another interesting point to consider from our lap by lap correlation plots is

that in many cases, we see not only a low correlation between different states,

but actually an anti-correlation between different states. While this distinction

might not appear immediately significant, if we merely scrambled the firing rates

between cells we would expect the correlation to approach zero, implying that the

two vectors are not related. A negative correlation actually implies that the two

vectors are in fact opposites of each other in some ways. The implication of this

fact is not abundantly obvious, but it may be related to another remarkable firing

property of prefrontal neurons in general. It has been observed that cells in PFC

have a tendency to represent various factors by both increasing and decreasing

their firing rates (Ma et al., 2014). In fact, we saw this same propety in our

single-cell analysis of the MT-LRA task (see Chapter 3). On a population level,

in most cases it seems that half of the cells will increase their firing in response

to a particular parameter (for example the right side of the track) while the

other half will decrease their firing to the same parameter. One result of this

property is that in general the firing rate in the PFC as a whole tends to remain

rather constant over behavior, with nearly equal numbers of cells increasing and

decreasing their firing in response to nearly every variation. Another consequence

could be the anti-correlated representations evident in some cases. Having a large

population of cells increase their firing rate from one representation to another

while a similarly-sized population of cells decreases its firing rate can give rise to

anti-correlated representations that you would not see if cells simply increased or

decreased their firing rates.

The fact that states are anti-correlated might lead us to believe that the pop-

ulation of cell firing tends to represent only two states, but this appears not to be

the case, particularly for our MT-LRA task. We consistently found a transition

between states around the contingency switch, but also we consistently found an
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intial representation for the first several laps of the session that was distinct from

the other two representations. This demonstrates that the PFC can in fact gen-

erate many independent representations, which is to be expected for such a high

dimensional construct. However, it seemed as though the initial state represen-

tation was generally more likely to be anti-correlated with the two represented

strategies on either side of the switch than they were with each other. If true,

there is an implication that the intial state is in some way more distinct from

the other two states. One possible explanation for this discrepency would be that

the initial state is involved in more deliberative processing while the others might

represent a transition between two previously learned habitual states. Indeed,

previous results have connected the PFC to establishing and controling habitual

behaviors (Killcross and Coutureau, 2003; Smith et al., 2012), and previous work

has indicated that the first several laps of a session on the MT-LRA task are more

likely representative of a deliberative decision-making system while later stages

are more likely to be habitual (Johnson and Redish, 2007; van der Meer and Re-

dish, 2010). However, the general hallmark of deliberative decision-making on

such tasks is the presence of Vicarious trial and Error (VTE) behaviors at the

choice point, and we were unable to find a clear relationship between representa-

tions in PFC and VTE on either task. Moreover, if the intial state representation

in PFC were related to deliberative decision making, we would expect it to recurr

on the laps immediately following the contingency switch in MT-LRA sessions,

and there does not seem to be much evidence that it does so (see Figure 5.5).

In conclusion, this thesis has demonstrated that through considering popu-

lation firing of cells in PFC with particular attention paid to the spatial firing

patterns of cells, and taking advantage of the consistency of cells across multiple

recording days to maximize information, we can demonstrate that PFC displays

cognitive represntations of strategies animals are using to solve behavioral decision

making tasks. Furthermore, the techniques and results developed herein provide

a solid starting point for even more promising explorations of the role of the PFC

in guiding and shaping rodent behavior, which may ultimately help us understand
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the role of this complex structure across species.
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