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The nucleus accumbens shell (NAcSh) is involved in reward
valuation. Excitatory projections from infralimbic cortex (IL) to
NAcSh undergo synaptic remodeling in rodent models of addiction
and enable the extinction of disadvantageous behaviors. How-
ever, how the strength of synaptic transmission of the IL–NAcSh
circuit affects decision-making information processing and reward
valuation remains unknown, particularly because these processes
can conflict within a given trial and particularly given recent data
suggesting that decisions arise from separable information-
processing algorithms. The approach of many neuromodulation
studies is to disrupt information flow during on-going behaviors;
however, this limits the interpretation of endogenous encoding of
computational processes. Furthermore, many studies are limited
by the use of simple behavioral tests of value which are unable
to dissociate neurally distinct decision-making algorithms. We
optogenetically altered the strength of synaptic transmission be-
tween glutamatergic IL–NAcSh projections in mice trained on a
neuroeconomic task capable of separating multiple valuation pro-
cesses. We found that induction of long-term depression in these
synapses produced lasting changes in foraging processes without
disrupting deliberative processes. Mice displayed inflated reevalu-
ations to stay when deciding whether to abandon continued
reward-seeking investments but displayed no changes during ini-
tial commitment decisions. We also developed an ensemble-level
measure of circuit-specific plasticity that revealed individual differ-
ences in foraging valuation tendencies. Our results demonstrate
that alterations in projection-specific synaptic strength between
the IL and the NAcSh are capable of augmenting self-control eco-
nomic valuations within a particular decision-making modality and
suggest that the valuation mechanisms for these multiple decision-
making modalities arise from different circuits.
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Addiction, like many other neuropsychiatric disorders, is of-
ten characterized by an inability to regulate maladaptive

motivated behaviors, particularly after continued drug use (1).
Recent advances in neuroscience have begun to dissect reward-
related circuitry to understand how specific circuits change over
time during addiction (2, 3). Targeting such disorders with
plasticity-altering manipulations could prove extremely useful to
provide long-lasting treatments that can modify disease trajec-
tory and prevent recovering addicts from making poor decisions
that lead to relapse.
There is an intimate link between memory and decision-

making (4). Weights of synaptic inputs change as a consequence
of learning and carry information, including experiences related
to addiction (5, 6). How information is stored changes how it is
processed during decision-making (4). However, how the synaptic
efficacy of a specific circuit impacts distinct aspects of decision-
making information processing has been largely unexplored. Only
recently have tools been developed to directly manipulate the
plasticity of specific inputs. Thus, direct interrogation of the syn-

aptic efficacy of specific circuits is critical for our understanding of
decision-making information processing and disease etiology.
Such approaches will be critical for the development of lasting
disease-augmenting neuromodulation therapies.
The shell of the nucleus accumbens (NAcSh) is a specialized

region of the striatum where reward valuations are encoded and
where motivation is thought to be translated into reward-seeking
actions (7–9). The NAcSh receives dense, direct excitatory input
projections from the infralimbic (IL) cortex, a subregion of the
prefrontal cortex that has been implicated in the learning and
maintenance of cognitive flexibility and self-control (10). Thus,
the IL–NAcSh circuit is in a key position to serve as a critical
conduit mediating information flow that integrates regulatory
higher-order cognitive processes with reward-seeking motivated
behavioral output processes (10).
The IL–NAcSh circuit is highly susceptible to the effects of

drug-related experiences. In humans, functional connectivity of
an analogous circuit is augmented in recovering drug users (11).
fMRI studies that followed abstinent drug users found that the
strength of functional connectivity [coherence in resting-state
blood oxygenation level-dependent (BOLD) signal] between the
medial prefrontal cortex and nucleus accumbens was weaker in
individuals who relapsed sooner, consistent with an hypothesized
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prefrontal role in overriding accumbens-driven relapse behaviors
(11). In parallel, several animal models of addiction produce
plasticity in the synaptic efficacy in the IL–NAcSh circuit, partic-
ularly at times of decision-making vulnerabilities that often lead to
drug relapse (12–16). These data suggest that a key factor in ad-
diction lies in experience-dependent circuit plasticity across this
circuit, both over the course of abstinence from drugs of abuse
as individuals transition into long-lasting decision-vulnerable
states as well as immediately following an acute trigger of re-
lapse. Thus, it is clear that the IL–NAcSh circuit has an im-
portant role in addiction etiology. However, current theories of
decision-making suggest that decision arises from multiple
separable decision-making systems, and current theories of
addiction suggest that addiction can arise from multiple failure
points within those decision-making systems (17–21). How the
IL–NAcSh circuit interacts with different decision points remains
unknown.
Current approaches in systems neuroscience have not directly

interrogated the functional consequences of circuit-specific syn-
aptic remodeling on decision-making information processing. In-
stead, the majority of recent neuromodulation studies manipulate
brain activity during on-going behaviors. Direct optogenetic in-
hibition of the IL–NAcSh pathway can cause spontaneous rein-
statement or enhance cue-induced reinstatement of extinguished
reward-seeking behaviors, while excitation of the IL–NAcSh
pathway during cue presentation can block reinstatement of
extinguished reward-seeking behaviors (10, 22–26). Such studies
can easily probe the necessity for and sufficiency of the IL-NAcSh
circuit in discrete regulatory processes with temporal precision.
However, such “on-line”manipulations during on-going behaviors
in real time impose disruptions of endogenous neural signaling
and provide little insight into the functional consequences of
synaptic remodeling on behavior.
An alternative approach is to alter the synaptic efficacy of

signal transmission specifically of the IL–NAcSh circuit through
optogenetically driven alterations in synaptic plasticity. Impor-
tantly, the goal of this approach is to change the gain of the
information endogenously transmitted through this circuit, not to
disrupt the information itself that is coded in this specific circuit.
Thus, these types of manipulations should be delivered “off-
line,” outside of behavioral testing. Such an approach leaves
endogenous information processing intact during behavioral
observations measured at a later time point, when the functional
consequences of lasting changes in circuit gain are realized. To
date, only a handful of studies have directly augmented the
strength of synaptic transmission of glutamatergic IL afferents in
the NAcSh (13–15, 27). However, these studies have revealed
conflicting findings, suppressing reward-seeking reinstatement in
some cases but precipitating reinstatement in others.
Importantly, these studies have relied on relatively simple be-

havioral tests of value and compulsive drug-seeking behavior.
Recent theories in neuroeconomics suggest that decisions made in
different situations derive from different valuation functions re-
siding in separable neural circuits (17, 20). It can be difficult to
behaviorally segregate these parallel information-processing algo-
rithms using traditional behavioral tasks (28). Neurally distinct
computations can produce what (superficially) appear to be similar
behaviors. Unless a task is specifically designed to separate them,
behavioral consequences of distinct neural computations can ap-
pear grossly similar and thus remain inseparable. To discriminate
neural computations through behavior and thus reveal circuit-
specific information processing, we applied off-line plasticity ma-
nipulations of the IL–NAcSh circuit in mice that learned a complex
neuroeconomic task which is capable of separating behavioral
consequences among different decision-making systems.
Here, we combine these two approaches: circuit-specific off-

line manipulations of the strength of IL–NAcSh synaptic trans-
mission with complex behavioral testing designed to dissociate

existing neuroeconomic theories of parallel valuation systems.
We adopted a neuroeconomic task, Restaurant Row, for use in
mice that separates deliberative valuation algorithms from for-
aging valuation algorithms for natural rewards within the same
trial (29, 30). We observed changes in separable aspects of be-
havior in foraging valuations but not deliberative valuations that
may more closely reflect changes in dissociable neural compu-
tations that underlie those dissociable behaviors. In doing so, we
also discovered and developed a straightforward way to measure
individual differences in the projection-specific strength of syn-
aptic transmission at the neuronal population ensemble level.

Results
Projection-Specific Targeting of the IL–NAcSh Circuit. To gain input-
specific control of the IL–NAcSh circuit, we bilaterally trans-
fected IL neurons in male mice via intracranial infusions of an
adeno-associated viral (AAV8) construct containing the gene for
Chronos (31), a light-gated fast-kinetics cation-channel opsin,
fused to a GFP reporter driven by the neuron-specific synapsin
(Syn) promoter (Fig. 1A and SI Appendix, Fig. S1). This pro-
moter directed Chronos expression specifically to neurons, pro-
jections of which out of the IL are largely comprised of
excitatory, pyramidal glutamatergic efferent axons. Then, we
bilaterally implanted mice with optic fiber ferrules directed at
the NAcSh intended to illuminate and activate Chronos-
containing axon terminals originating from the IL with blue
light in vivo. Furthermore, IL projections to the ventral striatum
preferentially innervate the NAcSh while nearby cortical regions
such as the prelimbic cortex preferentially innervate the nucleus
accumbens core (32, 33). This difference in anatomical topo-
graphical organization helped ensure that unintentional virus
transfection outside the IL was less likely to cross-contaminate the
manipulation of the target IL–NAcSh circuit. We then allowed
mice to recover to allow robust expression and anterograde
transport of Chronos downstream along IL axons delivering op-
sins to IL terminals in NAcSh.

Pharmacological Characterization of Pre- and Postsynaptic Compo-
nents of Optogenetically Evoked IL–NAcSh Field Potentials. To test
the effect of our IL–NAcSh circuit manipulation, we directly
recorded the electrophysiology of the IL–NAcSh circuit from
parasagittal brain slices that contained the NAcSh and pre-
served functional IL axon projections (Fig. 1B and SI Appendix,
Fig. S2). We performed these experiments in slices ex vivo to
ensure we were directly recording in the NAcSh and could vi-
sualize dense IL afferent fiber bundles. This approach also
allowed us to test concurrent, serial pharmacological assays that
together characterize the waveform of optogenetically evoked
field potentials in this circuit not previously demonstrated. By
placing an extracellular recording electrode directly in the
NAcSh and illuminating a focal area of the surrounding tissue
with blue light, we recorded light-evoked population potentials
of the IL–NAcSh circuit. This reliably evoked a population
potential with a waveform consisting of two negative peaks,
labeled “N1” and “N2” (Fig. 1B and SI Appendix, Fig. S3). We
found that only the N2 component required extracellular cal-
cium (one-sample t tests normalized to baseline compared with
1.0; N1: zero calcium, t = −0.01, P = 0.99, calcium wash-in: t =
0.03, P = 0.98; N2: zero calcium, t = −22.4, P < 0.0001, calcium
wash-in, t = −1.5, P = 0.19) and was blocked by the AMPA
receptor (AMPR) antagonist DNQX in a dose-dependent
manner (N1: 1 μM, t = 1.1, P = 0.33, 10 μM, t = −0.7, P =
0.50; N2: 1 μM, t = −29.6, P < 0.0001, 10 μM, t = −58.1, P <
0.0001, 1 μM vs. 10 μM, t = −10.9, P < 0.0001), suggesting that
glutamate release from synaptic vesicles within IL terminals in
response to light drove the N2 component of the waveform,
which reflected the excitatory postsynaptic (NAcSh) population
potential of the IL–NAcSh circuit (Fig. 1B and SI Appendix,
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Fig. S3). This suggested that the earlier N1 component reflec-
ted evoked presynaptic firing activity in collective IL axons
terminating in the NAcSh. We found that application of 1 μM of
the voltage-gated sodium channel antagonist TTX abolished the
N2 peak (t = −111.8, P < 0.0001) and, surprisingly, did not abolish
the N1 peak but instead reduced it (<1, t = −10.6, P < 0.0001; >0,
t = 10.5, P < 0.0001) (Fig. 1B and SI Appendix, Fig. S3). This
suggests that while IL axons were not capable of eliciting action

potentials in the presence of TTX, direct opsin activity was still
detectable in IL population fibers but was insufficient to drive
terminal synaptic release of glutamate. The timing of such events
indicates this bimodal waveform is monosynaptic.

Assaying Optogenetically Driven Induction of Plasticity in IL–NAcSh
Optogenetically Evoked Field Potentials. To determine the extent
to which these measurements are sensitive to the induction of

A

E
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B C D

Fig. 1. Optogenetically driven induction of plasticity in the IL–NAcSh circuit augments an ensemble-level metric of synaptic strength. (A) Surgical schematic,
parasagittal view. Mice were bilaterally transfected in the IL with an AAV8 construct containing the gene for Chronos driven by a Syn promoter with a fusion GFP
reporter. (B) Pharmacological characterization of bimodal light-evoked field potentials recorded ex vivo in the NAcSh. The vertical dashed blue line indicates a 1-
ms light pulse. (Top) The zero-calcium bath reversibly abolished the N2 component. (Middle) The AMPAR antagonist abolished the N2 component dose de-
pendently. (Bottom) TTX abolished the N2 component, reducing the N1 component. (Scale bars: x axis, 10 ms; y axis, 0.2 mV.) (C) An example of the IO regimen
assayed on a single slice. Stimulus duration was varied from 0.1 to 1.0 ms. (D) N1 and N2 peak amplitudes are plotted from examples of traces in C, and the linear
regression slope was calculated. To test if the IO slope can serve as an independent metric of circuit-specific synaptic strength, IO ramps were assayed before and
after ex vivo bath application of plasticity-inducing optogenetic stimulation protocols. (E) Experimental timeline. Mice were killed and slices were prepared at
time 0. After allowing 1 h for tissue incubation, the first IO slope (pink PRE in timeline) was collected. From this, the stimulus duration that elicited 50% of the
maximumN2 amplitude was determined and was used as the static stimulus parameter during regular samplings for the bath-application plasticity assay [12.5 min
baseline sampling (gold pre in timeline), followed by one of three protocols and then 37.5 min of additional sampling; the final 12.5 min served as the gold post in
timeline]. A second postplasticity IO slope assay was collected (pink POST in timeline). (F) The percent of N2 change normalized to baseline sampling (gold pre and
post time points in timeline). Representative waveform traces were plotted from gold pre and post time points in timeline for each protocol. (Scale bars: x axis,
10 ms; y axis, 0.2 mV.) (G) IO slopes from pink PRE and POST time points in timeline. (H) The percentage of N2 change in F plotted against the change in IO slope in
G, with Pearson correlation, r. Dots in F and H and thin lines inG represent individual slices. Sample size in F and G is noted below the x axis as the number of slices
followed by number of mice in parentheses. Larger dots represent mean ± 1 SE. *P = value shown on plot; n.s., not significant.
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long-term plasticity in the IL–NAcSh circuit, we recorded light-
evoked population responses from slice preparations before and
after applying a stimulation protocol previously shown to induce
changes in plasticity in the nucleus accumbens (Fig. 1 E and F
and SI Appendix, Fig. S4) (13–15, 34). Prolonged 10-Hz stimu-
lation (10 min, 4-ms pulses) caused a sustained reduction in the
peak amplitude of the N2 component of the light-evoked pop-
ulation response (one-sample t tests normalized to baseline
compared with 1.0, t = −6.7, P < 0.0001) while having no lasting
effect on the N1 component (t = 0.9, P = 0.36) (SI Appendix, Fig.
S4). Consistent with past reports, this suggests that the 10-Hz
protocol can induce long-term depression (LTD) in the IL–
NAcSh circuit, decreasing NAcSh responsivity to IL recruit-
ment (13–15, 34). We tested this against a different stimulation
protocol. We found no changes in either the N1 or N2 compo-
nents following 100-Hz burst stimulations (1-s train, 4-ms pulses,
four trains, 10-s intertrain interval: N1: t = 1.6, P = 0.18; N2: t =
0.7, P = 0.53) (Fig. 1F and SI Appendix, Fig. S4). This appeared
no different from slices that received neither 10-Hz nor 100-Hz
stimulation (N1: t = 0.4, P = 0.69; N2: t = 0.7, P = 0.51) (Fig. 1F
and SI Appendix, Fig. S4).

Optogenetic Measurement of the Functional Strength of the IL–
NAcSh Circuit at the Ensemble Level. Measuring the strength of
synaptic transmission of a specific neural pathway that can be
compared across subjects has many challenges. Between-subject
differences that can alter extracellular voltage readings include
the virus transfection rate, opsin expression level, slice prepa-
ration cut angle, tissue health, density of IL nerve terminals or
NAcSh cell bodies, and the placement of the recording elec-
trode, among others. One means of circumventing these issues in
comparing the degree of synaptic strength across subjects is to
measure evoked AMPAR/NMDA receptor (NMDAR) current
ratios with whole-cell patch-clamp recordings (35). Thus, while
optogenetically evoked AMPAR/NMDAR ratios can also pro-
vide input-specific readings of the strength of synaptic trans-
missions, these measures reflect activity at only the single-cell
level (13). Here, the clear distinction between the presynaptic
and postsynaptic components of the IL–NAcSh circuit in this
light-evoked population waveform provides a possibility to nor-
malize the size of the NAcSh response (N2) to the degree of IL
recruitment (N1). Although the relative sizes of N1 and N2 can
change due to the aforementioned issues (e.g., electrode place-
ment), the relative changes between N1 and N2 in response to
alterations in stimulation drive should provide an accurate
measure of the strength of synaptic transmission in this circuit.
We tested the input–output (IO) relationship in NAcSh brain
slices from mice in different treatment groups by ramping up and
ramping down the stimulus drive (here, the stimulus duration)
and measuring peak N1 and N2 amplitudes (Fig. 1 C and D). The
slope of the resulting curve yields a metric of the functional
synaptic strength of the IL–NAcSh circuit that should be com-
parable across animals (Fig. 1D).

Optogenetically Induced Plasticity in the IL–NAcSh Circuit Is Detected
by an Ensemble-Level Metric of Synaptic Strength. To validate the
light-evoked IO relationship as a metric of the strength of syn-
aptic transmission in the IL–NAcSh circuit recorded at the
population level, we applied the IO assay in slice prepara-
tions before and after applying plasticity protocols (no, 10-Hz, or
100-Hz stimulation) (Fig. 1 E and G). In each slice, we de-
termined the stimulation value that elicited a 50% half-maximum
response in the initial IO assay (mean stimulation duration used
for static tests: 0.678 ± 0.045 ms) and used this value as the test
stimulus during the readings before and after the plasticity in-
duction protocol (the stimulation used during application of the
10-Hz and 100-Hz protocols was always 4-ms pulses). The final IO
assay always used the same stimulation regimen as the initial IO

assay. We found that only the 10-Hz protocol caused a significant
decrease in the IO relationship between N1 and N2 response pairs
when comparing the final IO assay with the initial IO assay (paired
t test, no stimulation: t = 0.8, P = 0.43; 10 Hz: t = −5.3, P < 0.0001;
100 Hz: t = 1.0, P = 0.36) (Fig. 1G and SI Appendix, Fig. S5). That
is, upon additional recruitment of IL activity, less proportional
recruitment of NAcSh responsivity was measured following an
LTD-inducing stimulation protocol. Furthermore, the degree of
change in the IO relationship was significantly correlated with the
degree of peak N2 amplitude change in static readings following
plasticity induction relative to baseline static readings (Pearson r =
0.876, P < 0.001) (Fig. 1H; see Fig. 1F and SI Appendix, Fig. S4 for
the percent of N2 change during static stimulations). Thus, the IO
relationship provides a useful means of measuring the strength of
synaptic transmission in the IL–NAcSh circuit that is sensitive to a
plasticity-inducing stimulation protocol and can be measured at
the population level.

Optogenetic Measurement of IL–NAcSh Synaptic Strength Captures in
Vivo Manipulations of Plasticity Comparable Across Subjects. To test
if this IO assay could capture changes in synaptic strength in
response to a plasticity-inducing protocol delivered in vivo that
was comparable between animals, we delivered no-stimulation,
10-Hz, or 100-Hz protocols to mice implanted with optic fibers
directed at the NAcSh 24 h before mice were killed and ex vivo
recording was performed (Fig. 2A). Use of the IO assay revealed
that only the 10-Hz protocol group had a significantly reduced
IO relationship metric, reflecting successful in vivo induction of
LTD of the IL–NAcSh circuit (one-way ANOVA, F = 8.0, P <
0.01, post hoc Tukey comparisons: no stimulation vs. 10 Hz: t =
3.3, P < 0.01; no stimulation vs. 100 Hz: t = −0.5, P = 0.88; 10 Hz
vs. 100 Hz: t = −3.7, P < 0.01) (Fig. 2B). This confirms that an
absolute metric of the comparable strength of IL–NAcSh syn-
aptic transmission between subjects can be measured at the
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Fig. 2. The optogenetic IO slope collected ex vivo captures a between-
subjects measure of IL–NAcSh synaptic strength sensitive to in vivo manip-
ulations of plasticity. (A) Experimental timeline. Mice were given
no-stimulation, 10-Hz, or 100-Hz protocols in vivo at time 0. After 24 h, mice
were killed, and slices were prepared. Following slice incubation recovery,
the IO regimen was assayed to compare group differences in the strength of
IL–NAcSh synaptic transmission. (B) Only mice receiving the 10-Hz protocol
showed a significant decrease in IO slopes measured in the N1 vs.
N2 relationship in the IO assay. Dots represent individual slices. Sample size is
noted below the x axis as the number of slices followed by the number of
mice in parentheses. Larger dots represent the mean ± 1 SE. *P < 0.01.

4 of 9 | www.pnas.org/cgi/doi/10.1073/pnas.1803084115 Sweis et al.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1803084115/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1803084115


A

B

E

H I J

F G

C D

Fig. 3. Individual differences in the synaptic strength of the IL–NAcSh circuit are causally linked to distinct aspects of neuroeconomic decision-making
valuations. (A) Experimental timeline. Thirty mice went through 70 consecutive days of testing in the Restaurant Row task. After day 18, mice were exposed to
a number of offers ranging from 1 s to 30 s for the remainder of the experiment. Mice were then divided into three groups (X, Y, and Z, n = 10 each). On the
evening of day 71, outside testing hours, mice received the no-stimulation, 10-Hz, or 100-Hz protocol (round 1) and then resumed normal daily Restaurant
Row testing. On the evening of day 81 mice received round 2 of the stimulation protocols, with the assignments of groups Y and Z flipped in a repeated-
measures cross-over design. After day 93, mice received round 3 of stimulation protocols under the original group assignments for five consecutive evenings.
Following behavioral testing, all mice were killed for synaptic strength IO assays. (B) Schematic of the Restaurant Row task. Food-restricted mice were trained
on a maze encountering serial offers for flavored rewards in four restaurants. Restaurant flavor and location were fixed and signaled via contextual cues.
Each restaurant contained a separate offer zone and a wait zone. Tones sounded in the offer zone; a fixed tone pitch indicated a delay (1–30 s, randomly
selected); to obtain food, mice would have to wait in the wait zone for the indicated delay duration. The tone pitch descended in the wait zone during the
delay countdown. Mice could quit the wait zone for the next restaurant during the countdown, terminating the trial. Mice were tested daily for 60 min,
earning their only source of food for the day. (C) An example of a session with individual trials plotted as dots: Mice entered low-delay restaurants and
skipped high-delay restaurants in the offer zone, while sometimes quitting once in the wait zone (black dots). Dashed vertical lines represent calculated offer-
zone (green) and wait-zone (blue) thresholds of willingness to budget time. Thresholds were measured from the inflection point of fitting a sigmoid curve to
enters vs. skips or earns vs. quits as a function of delay cost. (D) Only wait-zone thresholds correlated significantly (negatively) with the synaptic strength of IL–
NAcSh; offer-zone thresholds did not. Dots represent individual mice. Behavior was taken from final 5 d of testing (gold indicator on timeline in A). (E–J) Only
wait-zone (H–J) and not offer-zone (E–G) thresholds changed significantly (increased) following the 10-Hz protocol delivery relative to days preceding
stimulation in rounds 1 (E and H), 2 (F and I), and 3 (G and J). Plotted dots represent group means across mice ± 1 SE. *P < 0.0001 unless otherwise noted; n.s.,
not significant.
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neuronal population level and that the 10-Hz manipulation de-
creases synaptic strength in vivo.

Individual Differences in the Synaptic Strength of the IL–NAcSh
Circuit Are Causally Linked to Distinct Aspects of Neuroeconomic
Decision-Making Valuations. To test the role of the strength of
synaptic transmission in the IL–NAcSh circuit in complex valu-
ation processes, following virus transfection of IL and optic fiber
implantation in NAcSh, a separate cohort of mice was trained on
a variant of a neuroeconomic decision-making task [Restaurant
Row (29, 30)] to work for food in a self-paced manner. In this
task, food-restricted mice had 1 h to work for their sole source of
food for the day. Thus, this was an economic task in which time
must be budgeted to become self-sufficient across days.
Mice traversed a square maze with four feeding sites (res-

taurants), each with unique spatial cues and each providing a
different flavor (Fig. 3B). On entry into each restaurant, mice
were informed of the delay that they would experience before
getting the food from that restaurant. Mice could then either stay
(waiting out the delay) or skip (proceeding on to the next res-
taurant). Mice revealed preferences for different flavors that
varied among animals but were stable across days, indicating
subjective valuations for each flavor were used to guide moti-
vated behaviors. Varying the flavors, as opposed to varying the
pellet number, allowed us to manipulate reward value without
introducing differences in feeding times (as time is a limited
commodity) between restaurants. Flavor preferences were stable
across days (SI Appendix, Fig. S6). Costs were measured as the
different delays mice would have to wait to earn a food reward
on that trial, detracting from their session’s limited 1-h time
budget. Delays were randomly selected from offers ranging from
1 s to 30 s. Tones sounded upon restaurant entry, with pitch
indicating offer cost. Mice learned to deliberate upon offer onset
and discriminate between costs based on cued tones, typically
rejecting high-cost offers and accepting low-cost offers (SI Ap-
pendix, Fig. S7). Taken together, in this task mice must make
serial judgements in a self-paced manner weighing subjective
valuations for different flavors against offer costs, balancing the
economic utility of sustaining overall food intake against earning
more rewards of a desirable flavor. In doing so, cognitive flexibility
and self-control become critical components of the decision-
making valuation processes in this task.
Furthermore, each restaurant contained two distinct zones: an

offer zone and a wait zone. Mice were informed of the delay on
entry into the offer zone, but delay countdowns did not begin
until mice moved into the wait zone. After making an initial
enter decision, mice had the opportunity to make a secondary,
reevaluative decision to abandon the wait zone (quit) during
delay countdowns. Mice were trained in stepwise stages of in-
creasing ranges of offer costs (Fig. 3A) that initially trained mice
to accept the majority of offers in the offer zone when all costs
were relatively inexpensive, and they subsequently learned to
quit as costs increased in the later stages of training (SI Appendix,
Supplementary Materials and Methods).
To capture economic valuations of two different stages of

decision-making information processing, we calculated sepa-
rate offer-zone thresholds of willingness to enter and wait-zone
thresholds of willingness to wait. Sigmoid curves were fit to en-
ter/skip decisions or earn/quit decisions as a function of offer
delay, and inflection points of each curve were calculated for
offer-zone and wait-zone thresholds, respectively (Fig. 3C).
On completing their behavioral training, we separated mice

into three experimental groups that determined which stimula-
tion protocols they would each receive (Fig. 3A). As noted
above, only the 10-Hz stimulation protocol alters the synaptic
strength of the IL–NAcSh circuit. All stimulation protocols took
place in the evening 4 h after mice completed testing in Res-
taurant Row for that day. We also divided the experimental

timeline into three rounds of stimulation exposure and varied
the protocol sequence order and repetition number to allow
between-group as well as within-group comparisons. For the first
round of stimulation exposure (Fig. 3A, first cyan time point),
mice received one evening of their assigned stimulation protocol
and were tested as usual in Restaurant Row for the next 10 d.
After this 10th day of Restaurant Row testing, for the second
round of stimulation exposure (Fig. 3A, second cyan time point),
mice received one evening of the opposite stimulation protocol
and were tested for an additional 10 d in Restaurant Row. Last,
for the third round of stimulation exposure (Fig. 3A, cyan time
point train), mice received five consecutive evenings of their
original stimulation protocol assignments and were tested in
Restaurant Row for the remaining days of the experiment.
We normalized offer-zone and wait-zone thresholds to 2 d of

stable testing before each round of stimulation exposure and
measured any changes in thresholds relative to baseline over the
subsequent days. We found that across all days of testing, re-
gardless of time point, no changes were observed in offer-zone
thresholds in any experimental group (repeated-measures two-
way mixed ANOVA comparing stimulation condition × day with
mouse as a random variable; round 1: F = 0.67, P = 0.51; round
2: F = 2.46, P = 0.11; round 3: F = 0.68, P = 0.51) (Fig. 3 E–G).
However, we found significant increases in wait-zone thresholds
in the animals receiving the 10-Hz stimulation protocol in each
of the three rounds of simulation exposure (Fig. 3 H–J and SI
Appendix, Table S1). This effect was most robust in the third
round of stimulation exposure with repeated evenings of stimu-
lation and persisted for several days after the final protocol ex-
posure (Fig. 3J). Mice displayed no changes in number of laps
run, food intake, or locomotion (repeated-measures two-way
mixed ANOVA comparing stimulation condition × time point
with mouse as a random variable, laps: F = 1.42, P = 0.26; pellets
earned: F = 0.54, P = 0.59; travel time between restaurants: F =
1.23, P = 0.31) (SI Appendix, Fig. S8). No gross changes in task
learning were observed (SI Appendix, Fig. S9). Changes in be-
havior were specific to valuations made in the wait zone and not
the offer zone, with reductions in quit decisions but no change in
enter/skip decisions in the 10-Hz group (SI Appendix, Figs. S10 and
S11). Furthermore, LTD of the IL–NAcSh circuit disrupted not
only the frequency of quit events but also the economic charac-
teristics of quit decisions, making those reevaluations less efficient
(SI Appendix, Fig. S12). Taken together, these suggest that foraging
reevaluations and self-control capabilities were differentially dis-
rupted independent from initial commitment valuations.
Last, all mice were killed, and slices were prepared for the ex

vivo IO assay measuring the strength of synaptic transmission of
the IL–NAcSh circuit. We calculated IO slopes and correlated
them against offer-zone and wait-zone thresholds over the final
5 d of testing (Fig. 3A, gold time point). We found a significant
correlation between synaptic strength of the IL–NAcSh circuit and
wait-zone thresholds but not offer-zone thresholds (correcting for
multiple comparisons; offer zone: Pearson r = −0.225, P = 0.23; wait
zone: Pearson r = −0.509, P < 0.01) (Fig. 3D). To ensure that the
10-Hz group (whose behavior was augmented by our plasticity in-
tervention) was not driving this effect, we reran correlations ex-
cluding this group and found that the correlation between wait-zone
thresholds and synaptic strength of the IL–NAcSh circuit still held
(offer zone: r = −0.325, P = 0.16; wait zone: r = −0.499, P < 0.05).

Discussion
Based on recent advances in neuroeconomics, distinct valuation
algorithms are thought to be processed in separable neural cir-
cuits (17). Thus, it is becoming less clear that reward value is
calculated in a common currency through a common neural
pathway in the brain (18, 20). The IL–NAcSh circuit has been
suggested to play a modulatory role regulating motivated behaviors
distinct from primary reward valuation processes; however, separating
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the two is difficult using traditional behavioral tasks (10). Further-
more, circuit interrogation approaches that rely on nonphysiological
manipulations during on-going behavior obscure interpretations of
the functional consequences of synaptic remodeling on endogenous
information processing. In this study, we directly tested the role of
the strength of synaptic transmission in the IL–NAcSh circuit in
a neuroeconomic task capable of behaviorally separating
fundamentally distinct aspects of decision-making information
processing.
We found that induction of LTD of glutamatergic IL projec-

tions to the NAcSh produced lasting changes in wait-zone val-
uation processes but not in offer-zone valuation processes, even
though they were measured within the same trial. Behaviorally
dissociable changes in distinct economic valuation algorithms
occurred without affecting other potentially confounding factors,
such as disruptions in locomotor capabilities, knowledge of the
rules of the task, or ability to remember locations and spatial re-
lationships, none of which changed under the manipulation (SI
Appendix, Figs. S8 and S9). Dissociating multiple valuation pro-
cesses from these other behavioral processes is difficult using
standard tasks (e.g., operant place preference, lever pressing, nose
poking, or Barnes or Morris mazes) that were not designed for
valuation-process separations. These standard tasks generally em-
bed instances of distinct valuation algorithms that are overlapping
or are masked by producing indistinguishable consequences.
The separate offer and wait zones used in the Restaurant Row

task allowed us to dissociate principal valuations and reevaluative
processes by separating them into two stages of reward-seeking
decision-making on every trial. What makes this task economic in
nature is that it forces subjects to choose between competing
options of varying preferences (flavors) in conflict with varying
costs (delays) while hungry and on a limited time budget. In this
paradigm, mice were tasked with making decisions based on cost
information randomly provided at the start of each trial (i.e., at
each entry into a restaurant offer zone). Because mice treat these
different tones differently in each restaurant, we know that they
have the ability to discriminate cost information and that different
values can be ascribed to the tones based on subject preferences
that are updated and acted upon differently on every trial (SI
Appendix, Fig. S9). Each trial elicited different sets of discrete
actions measurable separately in the offer zone and the wait zone.
This separation gave us access to different behavioral computa-
tions rooted in fundamentally distinct economic valuations.
In the offer zone, mice displayed behavioral hallmarks of de-

liberative processes when choosing between competing options
before making any investment (SI Appendix, Fig. S7) (36–38). To
invest in the decision, mice had to enter the wait zone. In the
wait zone, mice either waited out the cued delay or abandoned
an on-going investment. Behavioral and economic models sug-
gest that these two processes in the offer zone and wait zone
arise from distinct economic processes of intertemporal choice—
deliberative vs. foraging valuation algorithms, respectively—that
are thought to be rooted in separable neural circuits (18, 20, 29,
39–49); however, causal evidence that these processes arise from
separable neural circuits has been lacking. Our data definitively
show that the strength of synaptic transmission of the IL–NAcSh
glutamatergic circuit is causally involved in reevaluations within
the wait zone but not in primary valuations in the offer zone.
Studies of extinction and reinstatement behavior in both re-

ward seeking and fear learning support the idea that the IL is
crucial, not for expression of principal (i.e., initial) reward or fear
valuations but rather for the acquisition of subsequent extinction
learning and the maintenance of extinction memory (10, 50–53).
Inactivation of the IL has no immediate effect on initial reward-
seeking behaviors or fear responses (54–58). However, inacti-
vation of the IL impairs key learning processes so that subjects
are unable update regulatory valuations to extinguish these be-
haviors (54–58). Furthermore, inactivation of IL after extinction

learning takes place can provoke spontaneous reinstatement
behaviors by lesioning regulatory processes (22). Disconnection
experiments and more recent circuit-specific chemogenetic and
optogenetic studies have identified the IL projections to the
NAcSh or amygdala as more refined pathways implicated in these
top-down regulatory processes (for reward and fear, respectively)
(23, 24, 59–62). Focusing on reward-related behaviors, inhibition
of glutamatergic IL–NAcSh projections time-locked to reinstate-
ment-provoking cues enhanced reinstatement, while excitation of
these projections during cue presentation reduced reinstatement
(23). In IL, extinction learning processes were protein synthesis-
dependent and sensitive to manipulations of neurotrophic factors,
cell-adhesion molecules, and synaptic plasticity (13–16, 25, 63–66).
Although with certain differences, the regulatory role of the IL is
generally in register across both reward-seeking and fear-learning
tasks (26). Nonetheless, several studies have emphasized key cir-
cuit differences in both fear- and reward-related processes. Fur-
thermore, there are reports suggesting that the neural circuits that
are engaged when seeking food to emerge from and relieve a
food-deprived hunger state may be different from the circuits
engaged when seeking food when sated in either surplus or luxury
(67–69). The Restaurant Row task captures special economic
conflicts in food-deprived states—a critical economic contingency
of the task shared across days—between wanting highly desired
rewards vs. knowing to resist costly offers and forage elsewhere.
Studies of behavioral extinction support a useful model of how

the IL serves a regulatory role modulating valuation processes, a
role in which new overriding processes are learned rather than
one in which old valuation learning is removed or forgotten (70,
71). However, it remains to be determined how principal valu-
ations (e.g., originally learned reward seeking) and regulatory
processes (e.g., secondarily learned overriding processes) might
coexist. How are principal valuations and regulatory valuations
integrated to produce a single behavioral output as measured in
the maintenance or reinstatement of extinguished behaviors?
How might they be processed independently during on-going
decision-making if at odds with each other, regardless of
whether the behavioral output is extinguished or reinstated? It
would appear that the weight of these separable processes is
critical in determining how they compete with each other in
parallel. Our data find that, using a neuroeconomic approach,
principal valuations can be behaviorally segregated from reeva-
luative processes characterized as change-of-mind decisions
within the same trial. Here, we find that reevaluative processes,
but not the principal valuations measured in the same trial, are
independently sensitive to off-line changes in the strength of
synaptic transmission of the glutamatergic IL–NAcSh circuit.
Our data implicate a role of the IL–NAcSh circuit in the top-
down control of motivated behavior consistent with previous
work; here, however, we find that plasticity-augmenting manip-
ulations on a neuroeconomic task reveal this is a neural process
separate from and in parallel with on-going principal valuations.
Our findings also provide proof-of-principal experiments for a

technological advance in circuit-specific plasticity assessment at
the ensemble level. We demonstrate how an assay can be used to
explain individual differences in distinct aspects of behavior using
such circuit-strength metrics for between-subject comparisons.
We were able to measure the synaptic strength of the gluta-

matergic IL–NAcSh circuit at the ensemble-level in optogeneti-
cally evoked recordings prepared ex vivo. Measuring the strength
of synaptic transmission between neurons is a daunting technical
challenge. Approaches have historically resorted to electro-
physiological recordings of electrical stimulation-evoked post-
synaptic responses to glean a metric of state of synaptic plasticity.
That is, the degree of change in postsynaptic responses elicited
using the same electrical stimulation tested before and after a
plasticity-inducing intervention has often served as a way to assay
plasticity itself. Rather than being limited to measuring plasticity
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merely as a change in response from baseline, which is generally
useful only for within-subject comparisons, strides have made in
developing single-measurement assays that can capture the strength
of synaptic transmission, enabling studies of experience-dependent
forms of plasticity useful for between-subject comparisons. Un-
fortunately, these assays rely on single-cell–level intracellular re-
cordings generally measured only ex vivo using transient bath
application of pharmacological agents (e.g., AMPAR/NMDAR ratio
metrics) (35). Evoked field recordings performed at the population
ensemble level are readily accessible in vivo but have been limited to
short-windowed, within-subject measures of plasticity. Other en-
semble measures of plasticity have relied on using oscillatory func-
tional coherence measures, but this requires multisite recordings,
does not directly reflect the strength of synaptic transmission, and is
feasible only in vivo in an intact whole brain (72).
Here, we developed an approach to this problem using opto-

genetics. Our method of measuring circuit-specific plasticity in
an input-specific manner relies on the selective release of glu-
tamate coupled with measurements of relationships between the
degree of presynaptic recruitment and postsynaptic responses
while directly activating only afferents without introducing
stimulus artifacts. This method provides an assay of the strength
of synaptic transmission in a projection-specific circuit that is
comparable across animals without relying on a whole-cell patch-
clamp approach (35). This demonstrates circuit-specific plasticity
between two brain regions measured at the ensemble level that
relies on only a single measurement and enables between-subject
comparisons. This assay revealed that stronger connections from
excitatory IL neurons to the NAcSh measured at the ensemble level
were found in individuals with increased capabilities to overturn
initial principal valuations. Strength of the IL–NAcSh circuit varied
independently of individual differences in principal valuations.
In this study, pathway specificity lies in the identity of the

presynaptic neuron. Future studies may be able to take advan-
tage of combinatorial and intersection conditional genetic ap-
proaches to restrict opsin expression in afferents onto specific
postsynaptic neuron subpopulations. For example, several stud-
ies have demonstrated functional differences in subpopulations
of NAcSh medium spiny neurons depending on their receptor
expression profile (e.g., dopamine D1 vs. D2 receptors) (13, 73,
74). Thus, it is possible that ensemble-level measures as well as
augmentations of plasticity of glutamatergic afferents from IL
exclusively onto one of these two NAcSh subpopulations may
give rise to further circuit specialization. Red-shifted excitatory
opsins, for example, could be used to assay the strength of syn-
aptic transmission from a second input (e.g., glutamatergic hip-
pocampal projections) into the NAcSh with subsequent red-light
assays. Although demonstrated here ex vivo, future studies will
be able to take advantage of this assay and leverage the many
cross-sectional and multicircuit tools made available through
optogenetic approaches both in vivo and ex vivo using the same
methodology. By applying this recording assay with optogeneti-
cally evoked local field potentials in vivo, future studies would be
able to measure the circuit-specific strength of synaptic trans-
mission in animals longitudinally using repeated assays.
The 10-Hz stimulation protocol we used has been previously

shown to induce LTD in the IL–NAcSh circuit (13–15, 34, 35).
The proposed mechanism of this protocol is dependent on
extrasynaptic metabotropic glutamate receptors that signal
downstream endocytosis of postsynaptic AMPARs, unlike the
NMDAR-mediated LTD demonstrated with lower-frequency
protocols (e.g., 1 Hz) (13–15, 34, 35). The 100-Hz protocol has
been shown to induce long-term potentiation (LTP) in other
circuits; however, this elicited no change in synaptic strength in
our experiment (13–15, 34, 35). Furthermore, the induction of
LTP in such studies often relied on patching onto the post-
synaptic neuron and holding it at a depolarized potential, making
measurements at the field level as well as translation to in vivo

delivery difficult. Therefore, we used 100-Hz bursts as a protocol,
controlling for light exposure and stimulus timing, in addition to
the no-stimulation control group. Furthermore, our repeated-
measures cross-over design rules out order effects of stimulation
protocols. Induction of heterosynaptic plasticity or retrograde
action potentials upon IL terminal stimulation in the NAcSh are
potential issues to consider. However, despite this, our synaptic
strength assay of the glutamatergic IL–NAcSh circuit was capable
of capturing plasticity manipulations delivered in vivo and, im-
portantly, could explain individual behavioral differences in
reevaluation processes separate from principal valuations in ani-
mals with more vs. less potentiated IL–NAcSh synapses.
These findings have significant implications for how specific

aspects of decision-making can be processed in a projection-
specific circuit, gated by the strength of synaptic transmission of
that circuit. Maladaptive plasticity is often observed in neuro-
psychiatric disorders characterized by impairments in decision-
making and behavioral regulation, including addiction. Thus,
such individuals could greatly benefit from neuromodulation thera-
pies that induce long-lasting changes in plasticity. There is a
growing interest in applying neuromodulation therapies in clin-
ical settings, including the use of transcranial magnetic or deep
brain stimulation. However, little attention is often paid toward
appreciating what plasticity changes might be induced by these
treatments over time. Given the complex heterogeneous cellular
architecture and connectivity of the NAcSh, nonspecific neuro-
modulation can give rise to unpredictable plasticity changes. Plas-
ticity manipulations in animal models of addiction using simple
behavioral tests have yielded conflicting findings, preventing
relapse-like behaviors in some cases but provoking them in others.
Thus, one becomes wary that interventions intended to provide
therapeutic benefit could potentially worsen disease states.
Therefore, future translational studies will require careful inter-
ventions tailored to computation-specific dysfunctions that can be
revealed only by moving beyond simple tests of value in con-
junction with gain-altering circuit manipulations. Only then can
we begin to understand the functional consequences of either
disease-provoked or intervention-induced synaptic remodeling on
complex information processing (75).

Materials and Methods
Animals. Thirty C57BL/J6 male mice (13 wk old) were used (SI Appendix,
Supplementary Materials and Methods). All experiments were approved by
the University of Minnesota Institutional Animal Care and Use Committee.

Surgery. AAV8-Syn-Chronos-GFP (University of North Carolina at Chapel Hill
Vector Core) was bilaterally injected into the IL. The following week mice
were bilaterally implanted with optic fibers in the NAcSh.

Electrophysiology. Extracellular optogenetically evoked field recordings in the
NAcSh were performed in acute sagittal slices (250 μM) (SI Appendix, Sup-
plementary Materials and Methods).

Behavior. Mice implanted with virus-infected optic fiber in the IL/NAcSh were
trained on the Restaurant Row task for 70 consecutive days before undergoing
a series of acute optogenetic stimulation protocols delivered outside behav-
ioral testing (SI Appendix, Supplementary Materials and Methods)
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